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1. Introduction

The RAN#53 plenary meeting has approved a work item on the Multiflow transmission schemes for the HSDPA networks  [1]. In this scheme, the application level data is split in the access network and is scheduled to a UE from different cells belonging to either the same or different sites. This creates a need to study further different options on how the data split can be implemented.  

In case of inter-site Multiflow packet may arrive out of order to the UE (later referred to as skew). In this paper, we present our further considerations and findings regarding the skew handling in case of data split at RLC or PDCP layer for the inter-site Multiflow operation.

2. Skew handling with RLC split 

2.1 Network centric skew handling

For the RLC split proposed first in [2], it was noted that out of order delivery of RLC PDUs may occur at the UE and that current mechanisms may lead to unnecessary retransmissions. In order to minimize these retransmissions, it has been proposed that RNC keeps track of a cell over which every RLC PDU is transmitted. In this scheme, if a UE reports a RLC NACK followed by an ACK, and the RNC internal book-keeping indicates that both PDUs were transmitted over the same cell, then the RNC knows for sure that the NACK refers to a genuine error, and can trigger retransmission. In other cases, RNC does not know whether a NACK refers to skew caused by the Multiflow transmission or a genuine reception error. As a solution, it can start a retransmission delay timer in order to avoid unnecessary retransmissions. If this timer expires before reception of corresponding ACK, RNC triggers retransmission.  

Figure 1 illustrates an example where NB1 has sent RLC PDUs with SN 0, 1, and 4, while RLC PDUs with SN 2 and 3 are still waiting for transmission in NB2. Furthermore, a UE has failed to receive RLC PDU with SN 0. In this case, a UE would send a status PDU that has NACK for PDUs 0, 2, and 3, and ACK for PDUs 1 and 4. By utilizing its internal book-keeping that records over which cell every PDU was sent, the RNC can detect that PDU 0 has a genuine error and can trigger retransmission. For PDUs 2 and 3 RNC would start a retransmission delay timer and wait for potential later ACKs.
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Figure 1 – Example of network centric skew handling.

One of the main drawbacks of this “network centric” skew handling approach is that UE may transmit large number of unnecessary NACKs which will be shortly thereafter replaced by ACKs.

2.2 UE centric skew handling

As an alternative to the network centric skew handling, a more UE centric approach was proposed in [3], where a UE sends out a NACK for a missing RLC PDU only once a certain UE timer expires. The reasoning behind this approach is that later the UE may receive the missing packets in the skew window and avoid transmitting unnecessary NACKs. A minor drawback of this approach is that it will delay also sending of some of the ACKs (PDUs 1 and 4 in the given example). This however does not have any performance impact assuming that RLC in-sequence delivery is enabled. 

In [4], it is pointed out that, similar to network centric skew handling, UE can also keep track of the cells from which it has received the RLC PDUs and in some cases distinguish between genuine errors and skew. More precisely, if UE has received from both cells a PDU with larger sequence number than the one of missing PDU it knows that this is due to a genuine error and can send NACK without further delay as shown in the example I) below.

Example I)  

[image: image2.png]“““““““

RLCSN:




UE has received 

· RLC PDUs #1 and #7 from cell A, 

· RLC PDUs #2 and #6 from cell B, 

· PDUs #3-5are genuinely lost (as on both links PDUs with higher SN have been received)

UE could also utilize knowledge of L1 HARQ failures to distinguish genuine errors from skew. When L1 in UE detects that HARQ has failed (i.e. T1 timer expires) it could notify UE’s RLC. If UE’s RLC detects a missing PDU but has not received any indications of T1 timer expiry it knows that PDU is missing due to skew and can wait for the PDU to arrive at later stage. Since probability for a genuine error is very low when compared to skew probability (see also section 2.3) this solves the ambiguity in most of the cases.

In some cases the T1 timer expiry could be also used to detect genuine errors as shown in the example II) below. 

Example II) 
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UE has received 

· RLC PDU #1 and #2 from cell A, 

· RLC PDU #4 from cell B, 

· T1 timer expiry for cell A (after packet #2) or B (before packet #4)

· PDUs #3 is genuinely lost (based on knowledge that a PDU with SN < 4 had T1 timer expiry)

In the example II) it is not possible to determine based only on the sequence numbers of received PDUs whether PDU #3 is missing due to skew or genuine error since PDU with a higher SN has been received only from one cell (cell B). However, if the T1 timer has expired for cell B before reception of PDU #4 we can conclude that PDU #3 has been genuinely lost. Alternatively, if we assume that the T1 timer has expired for cell A after reception of PDU #2 we can also conclude that PDU #3 is genuinely lost since if T1 timer expiry would refer to some other PDU (e.g. PDU #5) we should have received PDU #3 from cell B before reception of PDU #4.

2.3 Comparison of network and UE centric skew handling

It is beneficial to minimize the skew already in the scheduling phase at data split layer since large skew may cause costly TCP retransmissions, unnecessary RLC retransmissions, and/or RLC window stalling. In case of the RLC split this means that RNC should be able to estimate delay of each RLC PDU for both cells and choose the cell that provides lower delay. Even though it would be possible to perform very tight flow control over Iub to do such optimization, in practice it is however not possible to predict future delays perfectly and therefore the probability of introducing skew can be expected to be relatively large. 

In order to estimate further the skew probability (i.e. probability that RLC PDU arrives to UE out of order) the same simulation methodology and scenario was adopted as in [5]. 

The simulated flow control works in such a way that RNC gets flow control messages from Node B(s) at fixed intervals aiming to achieve given target buffer size in terms of Node B buffering delay. 

Let us define,

· gpEst 


= estimate of L1 goodput [bytes/TTI]

·  currentSize 
= current MAC buffer size [bytes]

· targetSize 
= target buffer size in terms of queuing delay [TTI]

·  bufferDelay 
= estimated buffer delay [TTI] = currentSize / gpEst 

The credits used in the flow control are then defined as follows

· credits 

= max( 0, gpEst * (targetSize - bufferDelay) )

RNC utilizes the flow control information by scheduling one packet at a time to the cell that has more unused credits (and reduces the cell’s credits accordingly). Simulations were carried out with a ‘realistic’ flow control which estimates the L1 goodput by taking a moving average of L1 goodput experienced in the past (over past 20 TTIs in these simulations). As a reference, also an ‘ideal’ flow control was simulated which uses knowledge of future throughput (over next targetSize TTIs).  

Figure 2 shows the skew probability with different target NodeB buffer sizes. It can be observed that skew probability is not sensitive to target buffer size, and with ‘realistic’ flow control the probability is ~18%. With ‘ideal’ flow control the skew probability is almost zero (as expected). The reason why ‘ideal’ flow control does not lead to zero probability comes from the scheduling granularity set by the PDU size (1500B in these simulations).

The size of the skew, i.e., how long it takes on average to receive the missing PDUs, however has quite linear dependency on the target buffer size, as can be seen in Figure 2. Despite the attempts to minimize the skew, due to large variations in the L1 goodput, the size of the skew is relatively large with ‘realistic’ flow control (~50% of target buffer size).
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On contrary to the skew, the genuine RLC errors happen very rarely due to HARQ retransmissions (usually <0.1% probability as shown e.g. in [6]). 

While it may be possible to introduce other scheduling schemes that result in lower skew probability (most likely with cost of increased skew size), it is fair to say that skew in reception happens far more frequent than genuine RLC errors. Furthermore, as demonstrated in earlier section, it is possible to differentiate genuine errors from skew also in UE and therefore the UE centric skew handling solutions that minimize the sending of unnecessary NACKs can be expected to improve overall RLC performance (when compared to the more network centric skew handling mechanisms). 

4. Skew handling with PDCP split

If the data split takes place in the PDCP layer the handling of the skew problem becomes much simpler: There is no need to worry about unnecessary RLC retransmissions caused by skew as there are two RLC entities with independent sequence numbering.

There would be however still a need to introduce some skew handling functionality to the PDCP layer in the UE in order to ensure in-sequence delivery of packets to higher layers. This would create some additional overhead as PDCP sequence numbers would need to be included in all PDCP PDUs. In addition, there would be a need for a discard timer in the UE to avoid stalling in the case that RLC fails to deliver some PDUs.

5. Conclusions

In this paper, we have discussed different aspects of the skew handling for inter-site Multiflow, showing that in case of data split at RLC layer both, network- and UE-centric mechanisms can be introduced to avoid unnecessary RLC retransmissions. It was also highlighted that UE-centric skew handling is expected to result in fewer RLC NACK transmissions and therefore can improve the overall RLC performance in case of the Multiflow RLC data split. 

It was also pointed out that if data split is made at PDCP layer the skew handling becomes simpler but it introduces some additional overhead due PDCP PDU sequence numbering

Proposal: Data split for inter-site Multiflow should be made at RLC layer with UE centric skew handling (i.e. UE should delay transmission of RLC status PDUs when it detects skew).
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Figure � SEQ "Figure" \*Arabic �2� – Skew probability with different target NodeB buffer sizes.





Figure � SEQ "Figure" \*Arabic �3� – Average skew size with different target NodeB buffers sizes.








