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1
Introduction

RAN#52 has approved a new WI on further enhancements to CELL_FACH as a part of Rel-11 [1]. One of the research topics in this WI is the UE battery life improvement and signaling reduction. During the RAN2#74 meeting, a number of proponents have brought discussion papers with their view on how this problem can be tackled [2],[3],[4] and [5]. As the outcome of the discussion, RAN2 has concluded that “Need to see analysis with other assumptions for the next meeting, and from also other companies. At the next meeting we will make a decision based on what is provided then.” 

In this paper we present the analysis and simulation results expressing our view on the problem of the battery life and signaling reduction in the HSPA system.

2
Discussion

 As discussed during the previous RAN2 meetings, there are concerns  regarding  the battery efficiency and the network control signaling load in the context of the future smart phones. On the one hand, the network must ensure that a UE stays in the power efficient state to prolong its active time. On the other hand, presence of the always-on applications does not allow to close the connection to the network. Catering for the best tradeoff between the battery life and application performance, a number of proponents have assumed that most of the smart phones will be kept in the CELL_FACH state.  One of the possible  improvements for the CELL_FACH state  is the so-called 2nd DRX cycle. If a UE stays in the 1st DRX cycle and some inactivity timer expires, then a UE enters automatically the 2nd DRX cycle without exchanging any messages with the network.

Firstly, we would like to point out that technically the 2nd DRX cycle cannot provide better battery saving, if any, when compared to the Idle or the xxx_PCH states. In the absence of the application level traffic and assuming the same configuration parameters used for the CELL_FACH 2nd  DRX and the xxx_PCH states, the battery life is anticipated to be almost the same. Indeed, once the inactivity timer expires, a UE will either enter the 2nd DRX or the network will switch a UE to a more power efficient state. Similarly, an ongoing data transmission will let a UE enter neither the CELL_FACH 2nd DRX nor the xxx_PCH states, thus again resulting in the same battery consumption.  

As expressed in [2]-[5], it is believed that the introduction of the 2nd DRX to CELL_FACH will alleviate the network from the signaling load caused by the state transitions between the xxx_PCH and CELL_FACH states. However, the state transitions and the related signaling cannot be fully avoided as UE states are the intrinsic part of the WCDMA system. As a hypothetical scenario, future application level traffic with rich media content may keep a UE constantly switching between the CELL_DCH and CELL_FACH states, rather than between CELL_FACH and xxx_PCH or the CELL_FACH 2nd DRX, as it is anticipated now. In general, the signaling load caused by the legacy UE state transitions is inevitable and is something the network, serving a considerable number of smart phones, must be prepared to. 

If the CELL_FACH 2nd DRX is introduced for Rel-11, then by the time a noticeable amount of Rel-11 UEs are deployed, it is reasonable to anticipate the presence of even larger number of pre-Rel-11 UEs, which will not support the proposed 2nd DRX mechanism for CELL_FACH. However, it might be the case that exactly the pre-Rel-11 UEs will cause the state transition signaling load. Without drawing too far going conclusions, we should be prepared to face a situation when a number of the smart phones will be based on, say, Rel-8 that  provides a number of features including the advanced ones such as MIMO and DC-HSDPA. In this case, the Rel-11 2nd DRX CELL_FACH will not alleviate the state transition signaling load; instead, the network will have to rely upon the existent mechanisms. Thus,  it is questionable whether an introduction of the 2nd DRX and partitioning the network side RRM implementation into two pieces serving the two UE types will justify the purpose.

Yet another point is that keeping UEs in the CELL_FACH state does not allow for releasing the network side resources, which is the case with the Idle and the xxx_PCH states. Current assumption in Node B side is that UE related context information is released when no dedicated/or common channel resource allocated  [7]. Considering the above,  one can release network side resources for a UE being in the xxx_PCH states, whereas it is not feasible for the CELL_FACH state. So, if we assume that there will be more and more smart phones with some periodic activity, then we should not assume that we will keep all of them in the CELL_FACH state, as at some point we might move them to the xxx_PCH states for the purposes of freeing resources to the CELL_FACH UEs that really need them. 

3
Simulation results and analysis

In this section we present the simulation results and analysis for the legacy system with the CELL_PCH state and the proposed CELL_FACH 2nd DRX cycle. Fig. 1 presents state transition diagrams for both cases. As can be seen, the only difference between them is that upon an expiry of some timeout, a UE is either moved by the network to the CELL_PCH state of enters automatically the 2nd DRX cycle without leaving the CELL_FACH state.
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Fig. 1 – State transition diagrams for CELL_PCH and the CELL_FACH 2nd DRX cycle.

Table 1 presents the major simulation parameters. To provide a fair comparison, the same parameters are chosen for the 2nd DRX cycle and CELL_PCH. The only difference is that there is a state transition delay of 200ms for CELL_PCH, whereas a “transition” to the 2nd DRX cycle is assumed to happen instantaneously upon the expiry of inactivity timer.

Table 1 – Simulation parameters

	Parameter 
	Value

	CELL_FACH throughput
	100 Kbit/s

	CELL_FACH 1st DRX cycle
	320 ms

	CELL_FACH 1st DRX Rx burst length
	10 ms

	CELL_FACH 1st DRX trigger timeout (T321)
	400 ms

	CELL_FACH 2nd DRX cycle
	1280 ms

	CELL_FACH 2nd DRX Rx burst length
	2 ms

	CELL_FACH 2nd DRX trigger timeout
	5120 ms

	CELL_PCH cycle
	1280 ms

	CELL_PCH Rx burst length
	2 ms

	CELL_PCH trigger timeout
	5120 ms

	CELL_PCH/CELL_FACH transition time
	200 ms


The traffic model is the bursty one defined in [6] with the truncated lognormal distribution for the file size and the exponential packet inter-arrival time. For the purpose of this study, we vary the file size from 2 to 20 KB, and the packet inter-arrival time varies from 5 to 20 seconds. The reason we limit the maximum packet size to 20KB is the fact that larger packets experience too large delays with the limited CELL_FACH throughput, thus causing TCP retransmission timeouts in the real life. The reason we do not consider packet inter-arrival time less than 5 seconds is that our inactivity timeout is set to 5120ms. Smaller packet inter-arrival times will not allow a UE to enter CELL_PCH or the CELL_FACH 2nd DRX. It should be noted that there is only the downlink traffic and there is no uplink data sent by a UE. The overall simulation time is 20 hours.

Since one of the main motivations behind the introduction of the 2nd DRX cycle is the reduction of the state transition signalling load, we collect information on how many state transitions occurs per a UE per a second. Since there might be different assumptions on the power consumption in different states, we just present  statistics on the time a UE stays in each state. In addition, we also present statistics on delays experienced by packets.

Table 2 – Simulation results for CELL_PCH.

	Mean file size [KByte]
	Mean inter-file time [s]
	Total time = 100%
	Total ON time [%]
	Number of  Cell_FACH to Cell_PCH transitions [1/s]

	
	
	Receive data time [%]
	Channel listen time before entering 1st DRX [%]
	Total 1st DRX time [%]
	Total PCH time [%]
	RRC state trans. time [%]
	
	

	2
	5
	3.2
	6.9
	52
	35.2
	2.7
	14.5
	0.1349

	2
	10
	1.6
	3.6
	33.6
	59
	2.2
	8.6
	0.1121

	2
	20
	0.8
	1.9
	20
	75.8
	1.5
	5
	0.0749

	5
	5
	7.9
	6.6
	49.5
	33.5
	2.5
	18.6
	0.1293

	5
	10
	4.0
	3.7
	33.5
	56.6
	2.2
	11.0
	0.112

	5
	20
	2.0
	1.9
	19.6
	75.0
	1.5
	6.0
	0.0746

	10
	5
	15.9
	6.1
	45.3
	30.4
	2.3
	25.6
	0.1179

	10
	10
	8.0
	3.6
	32.1
	54.2
	2.1
	14.7
	0.1074

	10
	20
	4.0
	1.9
	18.9
	73.8
	1.4
	7.9
	0.0715

	20
	5
	31.9
	5.0
	37.0
	24.2
	1.9
	39.9
	0.0948

	20
	10
	15.8
	3.2
	29.4
	49.7
	1.9
	21.9
	0.0976

	20
	20
	8.2
	2.0
	18.9
	69.5
	1.4
	12.2
	0.0712


Table 3 – Simulation results for CELL_FACH 2nd DRX.

	Mean file size [KByte]
	Mean inter-file time [s]
	Total time = 100%
	Total ON time [%]
	Number of transitions to CELL_FACH 2nd DRX [1/s]

	
	
	Receive data time [%]
	Channel listen time before entering 1st DRX [%]
	Total 1st DRX time [%]
	Total 2nd DRX time [%]
	
	

	2
	5
	3.2
	7.1
	52.6
	37.1
	11.9
	0.1370

	2
	10
	1.5
	3.9
	33.9
	60.7
	6.4
	0.1136

	2
	20
	0.8
	2.1
	20.1
	77.0
	3.5
	0.0756

	5
	5
	7.9
	6.7
	50.1
	35.3
	16.1
	0.1306

	5
	10
	4.0
	3.7
	33.8
	58.5
	8.8
	0.1134

	5
	20
	2.0
	2.0
	19.8
	76.2
	4.6
	0.0750

	10
	5
	15.9
	6.1
	45.9
	32.1
	23.4
	0.1190

	10
	10
	8.0
	3.6
	32.6
	55.8
	12.6
	0.1087

	10
	20
	3.9
	2.0
	18.9
	75.2
	6.4
	0.0718

	20
	5
	31.9
	5.1
	37.5
	25.5
	38.1
	0.0961

	20
	10
	15.8
	3.3
	29.6
	51.3
	20.0
	0.0988

	20
	20
	8.2
	2.0
	19.0
	70.8
	10.8
	0.0719


In general, the simulation results are almost the same for the CELL_FACH 2nd DRX and CELL_PCH because of the same configuration parameters. Obviously, the case with CELL_PCH results in a slightly larger ON time due to the fixed state transition delay of 200 ms. However, the state transition time, which we assumed to be 200 ms, depends on the implementation and, as seen from the real network logs, can be smaller. The gain from absence of the state transition delay is quite marginal and roughly equals the value presented in the “RRC state trans. time” column of Table 1. As can be seen, it is quite marginal and varies from 1.4 to 2.5%. Furthermore, since it is the time during which a UE exchanges a few messages with the network and then waits for entering a new state, the actual power saving is even smaller. It is also worth mentioning that even in case of the 2nd DRX cycle a UE has to activate its components before the end of the cycle, so the actual ON time is slightly larger for the 2nd DRX. 

The only noticeable difference between the CELL_FACH 2nd DRX cycle and the CELL_PCH is the number of state transitions or, to be precise, the related signalling load. From the presented results, it varies from around 0.07 to 0.14 transitions/UE/second. It must be mentioned that since we present the number of state transitions to CELL_PCH, the actual number of transitions is roughly two times more as at some point a UE leaves CELL_PCH when downlink data arrives. Not surprisingly, larger packet sizes with larger inter-arrival times result in fewer transitions, whereas small packets with small inter-arrival times cause more frequent state changes. Of course, the number of transitions can be smaller or larger depending on the application traffic and used configuration parameters. It is worth noting that while decreasing the packet file size, one can notice only a marginal increase in the state transition intensity. The reason is that the packet inter-arrival time and the inactivity timeout values start to dominate and govern the state transition intensity.

Since the CELL_FACH/xxx_PCH state transition takes only a few RRC messages, then based on the mean state transition intensity we can conclude that this is a tolerable number for the RNC aggregating a number of cells with smart phone UEs. In some cases, a UE initiated CELL_PCH to CELL_FACH transition can be fulfilled even with one RRC message. It  is interesting to note that one can derive the upper bound for the state transition intensity. If we assume a very small packet size, which takes only a single TTI, and the inter-arrival time that allows a UE to enter the 1st cycle and the CELL_PCH state, then the upper bound is:

2  / (T321 + T_pch_timeout).

The expression above assumes that once a UE enters CELL_PCH, another packet arrives thus causing a UE to switch back to CELL_FACH. If we substitute parameters from the Table 1, then the expression yields 0.37 transition/UE/second. The state transition is fully controlled by the network, so the latter can always predict and adjust its external (T321) and internal (T_pch_timeout) values to decrease the number of state switches, if so needed. 

In Fig. 2, we present packet delay CDF curves for different cases. For the sake of brevity, we present only the corner cases, i.e., the packet size of 2 and 20 KB, and the packet inter-arrival time of 5 and 20 s. As can be seen, there is only a marginal improvement in the packet for the 2nd DRX which is explained to the fixed state transition delay of 200 ms, which we assumed. Otherwise, the behavior is almost identical. It  is interesting to note that in case of packet size of 20KB and the packet inter-arrival time of 5 seconds, packet can experience quite large delay. This is due to the limited CELL_FACH capacity; so the network should have “switched” a UE to the CELL_DCH state, which we did not simulate.  Thus, even if we assume a typical low load traffic model for the CELL_FACH state, there still might be cases when the network has to switch a UE to CELL_DCH causing the state transition RRC signalling, which the 2nd DRX cannot alleviate.
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Fig. 2 – Packet delay CDF 

4 Conclusions

In this paper we have presented the simulation results and analysis for the CELL_FACH 2nd DRX feature proposed by a few proponents. As one expects, if the same configuration parameters are used for CELL_PCH and the 2nd DRX CELL_FACH, the power consumption gain is quite marginal and is solely due to the fixed state transition delay. Obviously, as it becomes smaller, the CELL_PCH results become asymptotically closer to the 2nd DRX. Based on that, we believe that the introduction of the 2nd DRX does not bring a significant gain but rather complicates the existent state machine.

When compared to the 2nd DRX, the CELL_PCH/CELL_FACH transitions need RRC signalling messages. However, if the state transition signalling load is really a concern in case of smart phone applications, then this problem must be tackled at a more general level because a UE may transit not only between the CELL_PCH/CELL_FACH states, but also between CELL_DCH/CELL_FACH states. There are also use cases when the network switches a UE from CELL_DCH straight to CELL_PCH thus bypassing the CELL_FACH state. 

Thus, the proposal is to discuss whether the state transition signalling load is really a concern and, if so, consider ways on how to minimize its impact.
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