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Introduction
In R89 the integrity failure would be indicated to RRC by the PDCP. RRC initiates RRC connection re-establishment procedure thereafter. In R89 the integrity check was only performed on SRBs. In R10, however, the integrity check would also be performed on DRBs at the RN. As the PDCP COUNT (HFN+SN) of AM DRB is maintained post re-establishment, the integrity failure due to COUNT mismatch shall continue even post re-establishment and therefore, the procedure will not provide any relief.

This document suggests the possible way forward.

Solutions

Following solutions are envisaged:

1. RN indicates with 1 bit that the re-establishment request is made for an Integrity failure.

Based on this the eNB can reject the re-establishment, leading the UE to go to idle mode.

2. RN itself starts the leaving connected mode procedure.

In the second solution RN performs RRC connection release on its own (like something we have today in RRC specification where the RRC connection release is requested by upper layers). However, in the current procedure the trigger comes from the upper layer (NAS) but in this case (RN) the trigger should originate from RRC (or based on RRC – NAS interaction).
3. DeNB takes appropriate action

If the problem persists, i.e. RN re-establishes continuously (one after the other) due to COUNT mismatch, the DeNB would be able to notice this and it can take appropriate action by releasing the connection.
Analysis
We think that taking the last spare bit
 in the establishment request requires a lot more motivation than just ‘avoiding AS-NAS interaction’ or RRC based origination. Based on the RAN2 discussions on fast dormancy, in general UEs are not allowed to apply the autonomous release just like that i.e. this can only be done in cases explicitly allowed by the standard. However, for RNs there’s probably less concern regarding this. But when comparing this (solution 2) with the last one (solution 3) it seems that solution 3 is the best since the scenario described should be sufficiently rare and it would be possible for a DeNB to take care of this (i.e. without having any specification impact).
Conclusion

We prefer solution 3 on this issue which needs no specification impact; i.e. the DeNB would release the connection if the RN keeps re-establishing in the given scenario.
� The assumption here is that the cause ‘otherFailure’ can not be used for this purpose since the network behavior/ response on ‘otherFailure’ is not known.






