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1 Introduction
This contribution discusses the configuration of MBMS bearers for eUTRAN MBMS. When the same RAB is configured for both EUTRAN and UTRAN, it is not clear how the eNB processes the SYNC PDU type 2 received, and whether or not it an recover from a single loss over the M1 interface.

We propose that RAN2 clarifies this aspect, and if needed, send a LS to SA2 and RAN3 for clarification.
2 MBMS Bearers and SYNC Protocol
M1 is the user plane interface carrying MBMS traffic between the MBMS Gateway (GW) and the eNB. The SYNC protocol is used to carry user plane data over M1. One instance of the SYNC protocol is associated to one MBMS RAB only. In LS R3-092143 [5], RAN3 indicates that it has agreed at RAN3#65 to reuse the SYNC protocol specified in [3] without any change for eUTRA MBMS, i.e. as specified in TS 25.446 [4]. 
We note that for UTRAN MBMS, header compression is supported (profiles from RFC3095) while for Rel-9 eUTRAN MBMS “ROHC is not supported for MBMS” [1].

2.1 MBMS Bearer Setup
In the latest version of the function description for eMBMS, it is possible to configure the same MBMS bearer service for UTRAN and E-UTRAN. More specifically, TS 23.246 v9.2.0 [2] states:

The same MBMS user service may also transfer its data on the same MBMS bearer service for multiple access technologies, i.e. for GRPS using a same MBMS bearer service for GERAN and UTRAN or for EPS using a same MBMS bearer service for UTRAN and E-UTRAN.
There is no restriction on the MBMS radio bearer setup on whether or not header compression is supported. It seems that given the SYNC protocol as specified in [4], this may be inconsistent across impacted specifications. A similar question was raised by SA2 to RAN2 [6], following changes agreed to TS 23.246.

2.2 SYNC Protocol and Byte Counting
There are three formats defined for the SYNC PDU in TS 25.446 [3]; type 0 for synchronization information without any payload, type 1 for user data with uncompressed header, and type 2 for user data with compressed header.
The format of the SYNC PDU includes the following fields, as provided by the BM-SC:

· timestamp, indicating the absolute time value of a time period within the synchronization period;

· packet number, indicating the number of SYNC PDUs within the synchronization sequence;

· elapsed octet number, indicating the number of elapsed cumulative octets cumulatively within one synchronisation period;

· Uncompressed Payload IP header (type 2 only), i.e. the uncompressed IP header of the payload; for IPv4, it contains the 20 octets of the IP header while for IPv6 is contains 40 octets of the IP header. 
In particular, the elapsed octet number and the packet number are used by eNB to determine if and how many packets are missing in case of loss of one or more SYNC PDU over M1, and are reset at the end of every synchronization period. This is similar behavior as for the RNC in UTRAN [3]:
The RNC is able to notice the loss of multiple user data packets based on the ‘Packet Counter’ information delivered by the SYNC-protocol together with the user data packets.
Furthermore, TS 25.346 v 8.3.0 states [3]:

In case header compression is configured, the MBMS user data packets forwarded from BM-SC to RNCs via GGSN will contain in addition to the synchronisation-related information and PDCP protocol information, the full IP header of the payload and the payload with compressed header. The RNC using MBMS PtP mode in a cell may process the UE dedicated RoHC for the full IP header of the payload and replace the compressed header of PtM mode with it.
As noted in the previous section, there is no restriction on a scenario where a common MBMS bearer service is established for UTRAN and E-UTRAN, for which header compression is configured for UTRAN.

Firstly, in this scenario, it is not clear how the eNB would process a SYNC PDU format of Type 2; our understanding is that given that the payload field of the PDU carries a header compressed packet and given that the information in the Uncompressed Payload IP header field is insufficient to recover the original uncompressed packet in case it is compressed beyond the IP header (e.g. UDP, RTP), some form of additional processing is required to recover the uncompressed packets.

· While an MBMS bearer service where header compression is used for UTRAN could in theory be used towards E-UTRAN and correctly handled, it may not make sense to allow such configuration.

Secondly, in this scenario, in case a single SYNC PDU is missing on M1, given that the eNB cannot determine the compression ratio (i.e. the size of the compressed headers for the SDU of the SYNC PDU that is missing), the elapsed octet number is not sufficient for the eNB to determine how to continue the transmissions for the remainder of the SYNC period. The eNB would most likely have to blank the remainder of the MSAP subframes for the corresponding MCH.
· Allowing use of a common MBMS bearer service for UTRAN and E-UTRAN, where header compression is configured for UTRAN, may lead to loss of synchronization from single loss on M1.
Therefore, when the same RAB is configured for both EUTRAN and UTRAN, it is not clear how the eNB processes the SYNC PDU type 2 received, and whether or not it can recover from a single SYNC PDU loss over M1 interface if header compression is configured.
3 Conclusion
We propose that RAN2 discusses allowed configurations when a common MBMS bearer service is used for UTRAN and E-UTRAN.

We propose to send a LS to RAN3 and to SA2 to ask confirmation of RAN2’s understanding and to suggest:

· to RAN3 that, in TS 25.446, the use of SYNC PDU format Type 2 over the M1 interface should be disallowed for MBMS Rel-9;

· to SA2 that, in TS 23.246, it should be clarified that a configuration where the same MBMS bearer service is used for UTRAN and EUTRAN when header compression is configured for UTRAN is not supported for MBMS Rel-9;

In the unexpected case where SA2 or RAN3 would see an issue in precluding such configuration, then the necessary corrections would have to be added to the SYNC protocol by RAN3 (e.g. additional byte counter) or to RAN2 Stage 2 specification (e.g. actions upon single loss over M1 in case type 2 SYNC PDUs are used).
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