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1 Introduction
At RAN2#67, we presented a comparison of the three latency reduction proposals discussed so far [1]. During the discussions, there was a request for more details of the contention based transmission scheme, in particular on retransmission and collision handling. In this contribution, we present some possible solutions for handling of retransmissions and collisions. A performance evaluation is also included to compare the performance of the three latency reduction proposals discussed so far.
2 Handling of retransmissions
Retransmission handling on CB grants will differ from normal PUSCH transmissions, where a combination of HARQ and RLC retransmissions is used. One key difference is that since many UEs may attempt transmission in the same uplink resources, the eNB will not be able to determine the identity of failed transmissions, and thus HARQ combining on CB grants is not straight forward. Another characteristic is that when collisions occur, care must be taken so that retransmissions do not cause additional collisions. 

Below, we list a few alternatives for how to manage retransmissions of contention based transmissions. Out of the listed alternatives, we believe 2.2 and 2.4 are the strongest candidates for further evaluation.
2.1 Retransmissions on RLC
In the simplest form, retransmissions are handled by RLC, with no retransmission support from MAC. This gives a rather slow retransmission performance compared to current HARQ, but it is a simple solution.
2.2 Using PHICH feedback and MAC local NACK

The previously removed MAC Local NACK functionality could be reintroduced for CB transmissions to speed up RLC retransmissions. ARQ performance can be improved by utilizing PHICH feedback to indicate successful or unsuccessful transmission. Using PHICH means that all UEs attempting transmission on a CB grant will read the same PHICH feedback. 
· A UE receiving ACK on PHICH will consider the transmission successful. 
· A UE receiving NACK on PHICH can issue a local NACK to trigger an RLC retransmission. 
· To avoid colliding UEs to collide again, a random backoff time could be applied before the local NACK is issued. A random backoff time of a few subrames should be sufficient to distribute the retransmissions of the few UEs that were colliding.
2.3 Using dedicated MAC acknowledgement
Each successful CB transmission could be acknowledged by a separate grant on the PDCCH, using the UEs own C-RNTI. If the grant is sent with a fixed timing offset from the CB grant, the UE can correlate it to the used CB grant and also use a timer to trigger a retransmission in case no MAC acknowledgement is received. The benefit over using PHICH feedback is that the successful UE can be identified. This means that any other UE attempting to transmit in the same subframe, but not receving the ACK can perform a quick retransmission. The drawback compared to PHICH is the increased signaling overhead on PDCCH.
2.4 Adaptive HARQ 
HARQ may not be effective when there is a collision. Given the fixed retransmission timing, retransmissions would cause new collisions until one of the UEs reaches the maximum number of retransmissions. However, when there is no collision, i.e. only a single user transmitting on a CB grant, HARQ could be an effective way to correct transmission errors, in the same way as is used for dedicated grants and for Random Access. 

Assuming the eNB is able to detect whether a failed CB transmission was caused by collision or due to other reasons (poor link adaptation, UE is power limited, etc), the eNB could decide whether to request a HARQ retransmission or RLC retransmission. The basic principle would be to support HARQ when no collision is detected, but to refrain from HARQ if a collision is detected. Thus, unwanted collisions of HARQ retransmissions could be avoided, while still using HARQ gain to correct transmission errors not caused by collision. 

3 Load control

The principle of CB transmission is to support fast and resource efficient transmission of small amounts of data in situations where unassigned uplink resources are available. Users with larger amount of UL data will start transmission on CB grants, but then the eNB should schedule dedicated grants to these UEs to transmit the bulk of the data, to reduce the load on the CB grants. A UE with dedicated grant shall not be allowed to utilize CB grants.

When the number of active UEs in a cell increases, and depending on the traffic pattern, there is an increasing risk of collisions on the CB grants. If the eNB detects severe collisions on the CB grants, indicating a high access load, it should temporarily refrain from scheduling CB grants, since the throughtput would be rather low due to the collisions. This forces the UEs to transmit scheduling request to request dedicated uplink resources. 

4 Performance comparison

In this chapter we present a performance comparison of the three latency reduction concepts that have so far been discussed in RAN2.
To simplify the analysis, we model many users with low activity, so that Poisson distributed packet arrival can be assumed. Packet size equals the size of the CB grant, so that each packet can be transmitted with a single CB grant. System load is varied by varying the number of users from 1 to 1000. Below the characteristics of the traffic model is summarized.
· Packet size = serving grant
· Mean packet interarrival time = 2 seconds

· 1 – 1000 users
4.1 Contention Based Uplink
First we calculate the collision probability on the contention based grants by using the slotted aloha formula
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From (1), we can calculate the UE perceived collision probability as 
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The system load is calculated as the activity of each users times the number of users, divided by the number of CB grants per subframe. This is somewhat of a simplification, as the formula is intended for infinite population. But, for larger number of users, it is here considered a reasonable approximation. The collision probability is shown in Figure 1.
In the next step, we calculate the mean delay of packet transmission with contention based grants. Here we assume MAC assisted retransmissions as described in chapter 2, so that retransmissions can be performed within 10 ms from the original transmission. Only transmission errors caused by collision are considered here. The transmission delay is then calculated as 
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, where n = number of retransmissions
The mean delay is shown in Figure 2. It is shown that with the chosen traffic model, the mean delay stays below what is achievable by reducing the SR period for up to 500 users, which equals an offered load of 0.25. By increasing the number of CB grants per subframe, the delay can be reduced further.
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Figure 1: Collision probability of contention based uplink transmission
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Figure 2: Mean delay of contention based uplink transmission
4.2 Reduced SR period

With reduced SR period, transmissions are contention free and thus the mean delay is not impacted by collisions as the load increases, see Figure 3. However, comparing the results with those for contention based transmission in Figure 2, we note that the mean delay stays well above the delay for contention based access throughout the load region. This is caused by the transmission of the scheduling request, which also adds signaling overhead.
Another drawback of reducing the SR period is that it requires an increasing amount of PUCCH resources. The number of Resource Blocks (RB) needed for PUCCH is shown in Figure 4. Comparing this with the available number of RBs for different bandwidths, it becomes a considerable part. A SR period of 1 ms in a 20 MHz allocation, or a 2 ms SR period in a 10 MHz allocation translates more than 25% of the uplink RB resources. 
In the case of just a few UEs in a cell, a shorted SR period could be justified to reduce access latency. However, allocation of the PUCCH resources to UEs is performed with dedicated RRC signaling at connection setup. This means it is difficult to later adapt the SR period of connected UEs if the system load later increases. 
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Figure 3: Mean delay with reduced SR period
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Figure 4: Required PUCCH resources for different SR periods
4.3 Prescheduling

Prescheduling is mainly effective to reduce the transmission delay for very small number of users. The problem with supporting larger user groups is that since the scheduler is not aware of when a UE may initiate an uplink transmission, the scheduler has to schedule the all UEs in round robin fashion. This means linearly increasing transmission delays that quickly grow larger than the transmission time using scheduling request. The mean delay of transmission is shown in Figure 5.
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Figure 5: Mean delay with pre-scheduling
5 Conclusions

The principle of CB transmission is to support fast and resource efficient transmission of small amounts of data in situations where unassigned uplink resources are available. Users with larger amount of UL data will start transmission on CB grants, but then the eNB should schedule dedicated grants to these UEs to transmit the bulk of the data, to reduce the load on the CB grants.

In this contribution, we have presented further details of the contention based uplink transmission scheme. We presented different solutions for retransmissions support. Out of the presented solutions, we believe 2.2 and 2.4 show the highest potential. Load control and collision handling was also discussed, some possible solutions presented. Finally a performance comparison of the three concepts discussed so far was performed using a low intensity uplink traffic model. The results show that apart from providing the lowest latency, contention based uplink transmission can effectively be used to support low activity traffic from a large user population. Such traffic can be classified as background traffic, keep alive messages and machine to machine communication. Combining this with previous results on single user TCP performance, it shows that contention based uplink transmissions can be beneficial for a range of different traffic scenarios. Therefore, we propose that contention based uplink is included as a possible latency improvement in TR 36.912. We have attached a text proposal in Appendix A.
Proposal: It is proposed to support the introduction of contention based uplink transmissions in LTE Advanced to reach the 3GPP latency targets.
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Appendix A: Text proposal for TR 36.912

10.1
Improvement for C-Plane latency

In LTE-Advanced, the transition time requirement from Idle mode (with IP address allocated) to Connected mode is less than 50 ms including the establishment of the user plane (excluding the S1 transfer delay). The transition requirement from a "dormant state" in Connected mode is less than 10 ms.
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Figure 10.1-1: C-Plane Latency

Although already LTE Rel-8 fulfills the latency requirements of ITU (see Annex B), several mechanisms could be used to further reduce the latency and achieve also the more aggressive LTE-Advanced targets set by 3GPP [3]:

-
Combined RRC Connection Request and NAS Service Request: combining allows those two messages to be processed in parallel at the eNB and MME respectively, reducing overall latency from Idle mode to Connected mode by approx. 20ms.

-
Reduced processing delays: processing delays in the different nodes form the major part of the delay (around 75% for the transition from Idle to Connected mode assuming a combined request) so any improvement has a large impact on the overall latency.

-
Reduced RACH scheduling period: decreasing the RACH scheduling period from 10 ms to 5 ms results in decreasing by 2.5ms the average waiting time for the UE to initiate the procedure to transit from Idle mode to Connected mode.

Regarding the transition from a "dormant state" in Connected mode, the following mechanisms can be used in LTE-Advanced to achieve the requirement:

-
Contention Based Uplink: Contention Based grants allow UEs to transmit uplink data without having to first transmit Scheduling Request on PUCCH, thus greatly reducing the access time for synchronized UEs in Connected mode.

-
Shorter PUCCH cycle: a shorter cycle of PUCCH would reduce the average waiting time for a synchronised UE to request resources in Connected mode.
10.2
Improvement for U-Plane latency
LTE Rel-8 already benefits from a U-Plane latency below 10ms for synchronised UEs (see Annex B). In situations where the UE does not have a valid scheduling assignment, or when the UE needs to synchronize and obtain a scheduling assignment, a reduced RACH scheduling period, shorter PUCCH cycle and reduced processing delays as described in subclause 10.1 above could also be used to improve the latency compared to LTE Rel-8. Contention based uplink as described in 10.1 is supported to improve the latency compared to LTE Rel-8.[image: image10.emf] 
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