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1 Introduction
In RAN2#67 the agenda item 7.4 Relays, dealt with contributions promoting the use of QoS control over the Un interface. However, since the QoS control, i.e. bearer mapping, etc., would be better done in the RN-GW for the downlink and on the RN for the UL, we think that it is better to focus on how those already QoS mapped bearers are actually handled on the lower layers for having a better resource utilisation over the Un interface.
2 QoS and Downlink multiplexing over the Un interface
During the discussion of [1], it was mentioned that it was sufficient that the Relay Node does the enforcement of QoS for the downlink. It is also, generally accepted in RAN2 that the multiplexing of UE radio bearers into RN radio bearer may be based on QCI indicators. This UE bearer to RN bearer mapping will be performed at the RN-GW. This contribution does not advocate for the enforcement of QoS for the downlink in the donor-eNB. QoS control and mapping of UE bearers to RN bearers is controlled by the RN-GW as usual and enforced by the RN.
In this contribution we try to highlight the issue that, for the architecture alternatives 2 & 3 (and possibly 4), the downlink multiplexing of packets into RN-bearers at the RN-GW entity, faces a sub-optimal use of resources over the Un interface when taking the current assumptions, explained below, on the multiplexing procedure into account.

ENBs operating normally would perform the multiplexing by grouping the packets of different UEs according to the downlink buffers and the conditions over Un only. These conditions are assumed to be rather stable. Therefore, in Alternatives 2 and 3 (and possibly also in 4), the eNB only knows the status of its transmission buffers w.r.t. the UEs data amount. Without any additional information and/or measures about the UEs link condition, the donor-eNB will more likely place as many packets as it can in accord to its own downlink buffers, in a FCFS or FIFO manner in each RN radio bearer classified per QCI, i.e. in each QCI labelled RN LCID.  Looking at an example, it is reasonable to assume that the long-term channel conditions for a respective UE on the access link do not match that of the Un link between RN and donor-eNB. When over a longer time period a specific UE faces a worse channel condition than the RN-donor eNB link, the backhaul link might transport data that cannot be forwarded to the UE at the given time, i.e. needs to be stored in the RN buffer. The result is that data sent over the Un to a specific UE, without knowing the current channel condition of that UE, might waste resources on the Un interface, when that data cannot be delivered to the UE by the RN. A worst case scenario is the loss of that data due to buffer overflow in the RN. This means some kind of flow control mechanism is necessary.
2.1 Using Relay node access link radio conditions at deNB
As already mentioned above, current assumption is that donor-eNB has no knowledge of the UEs downlink radio conditions at the RN access link. Nevertheless, the donor-eNB is aware of the load at the RN in the UL by means of the RN buffer status reports. Hence it can allocate optimum grants to the relay for the uplink data. However, for the downlink, the donor-eNB doesn’t have information about the conditions (like CQI, MCS, status of the downlink transmission buffers on RN side) of the UEs attached to the RN. Hence when the donor-eNB does the multiplexing of data of several UEs into the relay node bearers, it may not utilise the radio resources adequately in regard to the link situation between RN and it’s UEs.

If the above information  is made available to the deNB, it is possible to achieve better utilisation of radio resources over the Un interface. Such information could include parameters as e.g. RN downlink transmissions buffers, CQI, and average MCS information.
Since the RN-GW is located in the donor-eNB in Alternatives 2 and 3 , it seems more plausible to utilise such kind of information in these alternatives (and also probably in alt. 4) rather than in the case of alternative 1 in which it would be necessary to send such information all the way to the core network with the consequent delay involved.
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Fig.1 Resource utilisation with access link information (Uu channel information as example)
The aim of this contribution is propose to RAN2 to evaluate the possibility of utilising relay node’s access link information at the donor eNB, i.e. information like Uu channel conditions, MCS, RN downlink transmissions buffers, or similar, in order to perform more efficient utilisation of radio resources over Un interface when doing the multiplexing of UE radio bearers into Relay Node radio bearers and multiplexing of RNs.

Furthermore, if UEs long-term channel conditions on Uu side were known at the deNB, then in each RN LCID more or less resources in terms of e.g. number of resource blocks on PHY for a multiplexed QCI flow, could be allocated, even potentially reducing the TB size over the Un interface. This operation could also lead to having more resources allocated to UEs attached directly to the deNB. Following the Uu side conditions the deNB would then do better than just FIFOing resource assignments over the multiplexed RN-LCID over Un. This process could be done independently for each of the RN-radio bearers (LCIDs). 
Another advantage of providing channel information of Uu to the deNB can be the use as a prioritization parameter for scheduling of several RNs when the transmission slots on Un are limited due to configured UL/DL sub-frame configuration– hence with more efficient utilisation of the radio resources. DeNB could use the Uu channel information to allocate more DL sub-frames to a certain RN that could have reported better channel conditions over its managed Uu than to others. 
Finally, we would like to point out that the above mentioned operation at the deNB would not represent a dramatic increase in complexity since for the architecture alternatives 2, 3 and 4, the deNB has to manage the UE bearers and packets directly at the time of multiplexing them into the RN bearers. Furthermore, the information provided to the donor-eNB needs to be optimized in terms of overhead in order to ensure an efficient procedure.
3 Conclusions
This contribution proposes to RAN2 to evaluate the possibility of utilising relay node’s information like access link information and/or RN downlink transmissions buffers at the donor-eNB in order to perform more efficient utilisation of radio resources over Un interface when doing the multiplexing of UE radio bearers into Relay Node radio bearers and the multiplexing of RNs.
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