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1
Introduction
It is desirable that the MAC, RLC and PDCP procedures be modified as little as possible for LTE-Advanced. In particular, the changes that cause backward compatibility problems for Rel-8 equipment should be avoided as far as possible. Methods to handle the backward compatibility certainly do exist, but they would not be trivial in LTE Layer 2, so very tangible benefits must be shown before breaking the backward compatibility can be justified.
TSG-RAN WG1 is working on increasing the data transmission rates for LTE-Advanced [6]. In addition to the data rate itself, this will affect the Layer 2 by increasing the transport block size and the rate of PDUs passing through the RLC and PDCP. Consequently, there is some pressure to make changes to the link layer, but the needs for changes are actually smaller than might first appear.

This paper shows that the Layer 2 procedures for LTE-Advanced can be developed very small changes to Rel-8 and, most importantly, the backward compatibility can be achieved. At the same time, this paper serves as a feasibility study about the sufficiency of the Rel-8 link layer protocols for the higher data rates of LTE-Advanced.
2
The transport block size

The maximum transport block size in Rel-8 is 151376 bits [5], which is 18922 bytes. The length indicator of the MAC header is 15 bits wide [1], so MAC could handle transport blocks up to 32767 bytes (262136 bits) without splitting the data for a single logical channel to several MAC SDUs. Splitting is not always desirable, because it increases the RLC PDU rate which is also critical as will be shown in the following chapter.

The maximum size of the Rel-8 RLC PDU is also 32767 bytes, because the segment offset fields in the RLC segments are 15 bits wide. [2]

The 8-Tx MIMO would increase the size of the transport block to 302752 bits if all its theoretical capacity were used for boosting the peak data rate. The theoretical size would thus exceed the Rel-8 MAC and RLC capability just by 15.5 %. However, this is a theoretical corner case and the systems in the real world would hardly use this kind of configuration in practise. Therefore, it does not really make sense to increase the maximum allowed transport block size above the 262136 bits mentioned above. The modifications needed in MAC and RLC would be too big to justify supporting such a marginal configuration. If a higher peak data rate per carrier is seen important it is possible to use transport block bundling in the physical layer, i.e. concatenating two transport blocks for each code word and delivering up to 4 transport blocks per TTI and per carrier.
The transport block bundling can also be implemented in MAC where it would rather become RLC PDU bundling. However, this would require a new MAC PDU format. Such a new format could be indicated by a protocol version indicator in very much the same way as in the IEEE 802.11 MAC header, as there are reserved bits available in the present Rel-8 MAC PDU header. This is not the preferred solution because of the necessary backward compatibility maintenance on the link layer.
Conclusion 1: The transport block size should preferably not exceed 262136 bits even in the highest UE categories. If it does, a new MAC PDU format must be designed, but it would create other problems.
3
The transport block rate

One of the techniques to reach the highest data rates is to use carrier aggregation. Let’s assume that 4 component carriers are used (following the thinking in the list of prioritized deployment scenarios [7]) and each carrier conveys 2 transport blocks per TTI. This results in 8 RLC PDUs per TTI if the conditions are so good that no HARQ retransmissions are needed. This is an extreme scenario as two MIMO code words are probably not used on all component carriers, but it serves for the purpose of this analysis.

The RLC reception window size is 512 PDUs, so with the full speed the RLC ARQ should be able to do all the necessary retransmissions and acknowledgements in 64 milliseconds. If the retransmission takes longer, the window gets stalled as the transmitting RLC can’t submit more PDUs. Unless the maximum HARQ retransmission count is configured to a very low value there is no time for more than one RLC ARQ retransmission. Even this requires a careful configuration of the RLC T_reordering timer. This shouldn’t normally be a problem as RLC retransmissions are naturally highly unlikely when HARQ retransmissions are not needed. If the conditions are worse and HARQ retransmissions are applied the RLC PDU rate also decreases and there is more time to carry out the RLC ARQ operations.

The scenario becomes more problematic when the conditions on the component carriers are not equal. If a temporary peak of strong interference happens to attack one of the component carriers, the maximum number of retransmissions is suddenly used on that carrier while the other carriers push RLC PDUs at the maximum rate without delays. This is not totally unrealistic, so the limitations of the RLC sequence number range can’t thus be completely ignored. On the other hand, such a situation would not last for very long as such a problematic carrier would quickly be dropped from the set of active carriers.

The number of RLC PDUs and the number of transport blocks are, in principle, different, but it would be extremely rare that a very high data rate be used on more than one bearer simultaneously, so they are almost the same in practise. Taking this into account, it might be simpler and more straightforward to limit the number of transport blocks rather than the number of RLC PDUs. It is easier and clearer to handle the number of transport blocks in the MAC and the physical layer and the limitations are easy to implement by the MAC and physical layer configurations. The other words the control would be of static nature. Observing the number of RLC PDUs per TTI is not as straightforward and probably needs a dynamic control.

According to the quick analysis above it can be estimated that about 8 RLC PDUs (or 8 transport blocks) per TTI is the critical value for adequate performance of the RLC layer without modifications from Rel-8. In theory, this may cause occasional RLC window stalling, but it is obviously negligible from the end user’s point of view in practise.
The 8 RLC PDUs per TTI would allow, for example,

· 100 MHz bandwidth using MIMO on up to three of the five component carriers or

· 80 MHz bandwidth using MIMO on all the component carriers or

· 40 MHz bandwidth using 8-Tx MIMO on both component carriers and applying transport block bundling or RLC PDU bundling.

It is possible to allow also 10 transport blocks per TTI without significant additional problems if such a deployment is considered probable. The only thing that happens is that the probability of RLC window stalling goes slightly up. That would most notably allow the 100 MHz bandwidth using MIMO on all the component carriers. However, adding the transport block bundling to this (enabling 20 RLC PDUs per TTI) is not considered feasible any more.
Conclusion 2: The number of RLC PDUs on a logical channel should not exceed 8 per TTI. In practise, this is easiest to specify and implement by limiting the number of transport blocks to 8 per TTI. Raising the limit to 10 transport blocks per TTI is also possible if a deployment using 100 MHz bandwidth with MIMO in its full extent is considered probable.
4
The peak data rate

Let’s moderately assume that the transport block size (and the RLC PDU size) is 12000 bytes, for instance. Let’s then assume that an RLC re-establishment takes place due to a handover at a moment when there is nearly the maximum amount of 500 RLC PDUs in the RLC reordering buffer as the RLC is waiting for a retransmission of a missing RLC PDU. The RLC then flushes about 500 * 12000 = 6000000 bytes of data to the PDCP. If the typical PDCP SDU size is assumed to be 1500 bytes, which may still be the dominating IP block size for many years, this means flushing 4000 PDCP PDUs at once. The PDCP sequence number is 12 bits wide and the PDCP window is thus 2048 PDUs, so a window overflow will result. When the target eNB starts the transmission from the first unacknowledged PDCP PDU, the HFN in the target eNB and UE will be different, so the deciphering of all blocks will fail and the bearer is broken. It is neither possible to construct an unambiguous PDCP status report due to the inadequate SN range.
The probability of such a scenario ever occurring in practise is very low. Firstly, it requires a very high data rate. Even with 8 RLC PDUs per TTI the 500 PDUs corresponds to 62.5 ms which in turn means a data rate of 732 Mbps. Secondly, achieving such a data rate requires so good signal conditions that a handover is very improbable. It is very likely that the UE would be stationary in such a case. Thirdly, even if a handover is executed for some reason, it is very unlikely that the RLC buffer is absolutely full exactly at that very moment.
The primary method to prevent the PDCP window overflow is to hold the PDCP PDU transmission if there are unacknowledged PDUs inside the window at the sending PDCP entity. However, this may be challenging to implement and may reduce the throughput unless the parameters carefully optimized. At least the RLC Poll_byte parameter must be set to a sufficiently low value to keep the RLC status reports (i.e. acknowledgements) coming frequently enough.
There are at least the following alternatives to solve the problem:
· Do nothing, i.e. assume that handovers practically never happen with data rates near 1 Gbps exactly at the moment when the RLC buffer is full

· The sending PDCP should never submit too many PDUs without getting the acknowledgement of the previous ones and the RLC ARQ parameters must be configured to prevent PDCP window stalling
· The PDCP sequence number is increased and a new PDCP configured for those bearers that are intended for high data rates

· UM is used for the bearers that are intended for high data rates

Most of the alternatives share the property that the PDCP PDU formats or the PDCP procedures need not be changed. It would thus be logical to take this approach as the working assumption for the time being. If this turns out to be insufficient and the PDCP SN range must be increased, it is a local change to the PDCP and does not affect other specifications, so it can be easily changed later if necessary.

Conclusion 3: There is a substantial possibility that nothing needs to be done in the PDCP to handle high data rates, so it should be taken as a working assumption for the time being. The possibility to increase the SN range should be taken into account if the probability of the handovers is not considered negligible with the highest data rates.
5
The backward compatibility

Handling the faster data rates without significant link layer modifications is shown to be possible, but possible mechanisms to handle the backward compatibility to Rel-8 are represented here to illustrate the challenges in solving the problems.

There are reserved bits available in the MAC subheaders, so it is not difficult to add another MAC subheader with a wider length indicator. The reserved bit(s) could be used as a protocol version indicator in essentially the same way as in the IEEE 802.11 MAC header. 

The RLC and the PDCP layers are more difficult as there are no reserved bits available. The RLC and PDCP PDU formats could be controlled semi-statically so that the RLC entities needing the more versatile formats would be configured so by the RRC at the RLC establishment. This would waste the channel resources in the typical environments where the more concise Rel-8 PDU formats would be sufficient. As the more versatile PDU formats would be needed mainly in some theoretical cases, using a lot of effort in specifying and implementing a complex system for them is not very wise.

Changing the PDU formats dynamically is extremely difficult, because it is hard to synchronize the changes. Te main obstacle in this approach is that fact that the boundaries of the MAC, RLC, and PDCP PDUs don’t coincide, so the change can’t happen on all the three layers simultaneously. The change of PDU formats on the fly would certainly become intolerably complex.
Conclusion 4: If the link layer changes turn out to be necessary, the backward compatibility in the link layer will require special measures, some of which are not trivial. If the changes can not be completely avoided, they should be carrier out so that the RLC and PDCP PDU formats are not changed and the changes are made in the MAC PDU format only.
6
Conclusion
Proposal 1: It should be agreed that no major changes are required in MAC, RLC, and PDCP procedures.

Proposal 2: If the changes in the link layer PDU formats can not be completely avoided, the changes should be carrier out so that only the MAC PDU format is changed and the RLC and PDCP PDUs are not changed. We propose that a decision on this intention is made.

Proposal 3: We propose that the main points above be incorporated into TR 36.912, “Feasibility study for Further Advancements for E-UTRA (LTE-Advanced)”, by adding the following text to its subclause 5, “Support of wider bandwidth”.
Beginning of Text Proposal

Carrier aggregation and 8-Tx MIMO are the most important physical layer techniques to increase the data rates from the 100 Mbps of Rel-8 to the 1 Gbps of LTE-Advanced. The changes required to achieve this are mostly restricted to the physical layer, but some minor changes are necessary on the link layer as well.
Handling the backward compatibility in MAC is relatively easy, because there are reserved bits available in the MAC PDU header and they can be used as a protocol version indicator if necessary. Such a method is not possible in RLC and PDCP, because no reserved bits have been left in their PDU formats for later extensions. If enhancements were necessary in RLC and PDCP, the more versatile PDU formats would need to be used throughout the lifetime of the high-speed bearers, which would increase the header overhead also in situations where the capacity of the longer headers is not needed. It would be thus desirable that the link layer PDUs were not changed from those specified for Rel-8.

The maximum transport block size in Rel-8 is 151376 bits. The 8-Tx MIMO may double this size to 302752 bits in theory while the biggest transport block the MAC is able to handle is 262136 bits which is also the maximum size of the RLC PDU. Using the 8-Tx MIMO with the maximum bit rate simultaneously with the full RF bandwidth is not necessarily a very viable configuration in practise, so it makes sense to limit the size of the transport block to the maximum of the MAC capability, i.e. 262136 bits. If this is not acceptable from the physical layer point of view, there are at least these alternatives to solve the problem:
· transport block bundling is used on the physical layer

· a new PDU format is designed to the MAC layer and it uses RLC PDU bundling to fill the largest transport blocks if necessary

Both of these solutions are inferior to limiting the transport block size to 262136 bits, because they may increase the number of RLC PDUs per TTI to an unacceptable level.

If carrier aggregation with 5 component carriers and 8-Tx MIMO with transport block or RLC PDU bundling were applied simultaneously in their full extent, the RLC PDU rate could grow up to 20 PDUs per TTI. This is not acceptable, because the RLC ARQ window would become so short in the time domain that there would not be enough time to properly carry out the ARQ signalling. Therefore, it is necessary to limit the amount of blocks to at most 10 RLC PDUs per TTI, or preferably to 8 RLC PDUs per TTI.
The 8 RLC PDUs per TTI would allow, for example,

· 100 MHz bandwidth using MIMO on up to three of the five component carriers or

· 80 MHz bandwidth using MIMO on all the component carriers or

· 40 MHz bandwidth using 8-Tx MIMO on both component carriers and applying transport block bundling or RLC PDU bundling.

The highest data rates may cause a problem with the PDCP sequence number range, but it is hard to say at this phase how serious the problem is. It is quite possible that the problem is just theoretical and no changes are required. The symptoms of the problem are exhibited only with the highest data rates if a handover happens to take place exactly at the same time when the RLC reception buffer is nearly full of blocks due to an unfinished ARQ retransmission. When the contents of the RLC buffers are flushed to the PDCP, the PDCP SN range may be temporarily exceeded and the HFN will get unsynchronized. The reason why this is very rare and might even never exist in practise is the fact that applying RLC ARQ is extremely unlikely with the data rates near the 1 Gbps and a handover is also very unlikely in such good signal conditions where this high data rates are possible. The problem could thus be easily ignored if the symptoms weren’t so radical.
There are at least the following alternatives to proceed:

· Do nothing, i.e. assume that handovers practically never happen with data rates near 1 Gbps exactly at the moment when the RLC buffer is full

· The sending PDCP should never submit too many PDUs without getting the acknowledgement of the previous ones and the RLC ARQ parameters must be configured to prevent PDCP window stalling, but it may become a bottleneck and slow down the transmission
· The PDCP sequence number is increased and a new PDCP configured for those bearers that are intended for high data rates, if increasing the header overhead is acceptable
· UM is used for the bearers that are intended for high data rates, as the problem is possible in AM only
Postponing any changes in PDCP is the preferred solution until the seriousness of the problem has been analyzed and found not to be negligible.
End of Text Proposal
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