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1
Introduction

In RAN2 #66, we identified the problem of unnecessary buffer forwarding of packets from the RN to the donor eNB on the Un interface when a UE hands over from the RN to any other node (its donor eNB, another eNB, another RN served by either its current donor eNB or by some other donor eNB) [1]. Based on the comments received during the discussion of [1], we quantify the magnitude of the problem, i.e., quantify the amount of data that could be buffered at the RN at the time of handover. 
2
Simulation Assumptions
We assume that there are 10 UEs attached to the RN, which are placed randomly in the coverage area of the RN, and that there are a total of 5 RNs served by the donor eNB. We also assume that there are 30 UEs directly attached to the donor eNB. We have used a simplified model to simulate the relay network, where the Un interface is modeled as a wireline link with a capacity that approximates that of the wireless Un interface. We assume that the Un interface of interest operates at a spectral efficiency of 5 bps/Hz. This value is consistent with the assumptions used in RAN1 simulations. The large spectral efficiency for the Un interface can be attributed to the line-of-sight and non-mobile characteristics of the Un interface. The detailed simulation assumptions are given in the Appendix.
We assume that the system bandwidth on the Un interface is equally divided among all the UEs, both directly served by it and indirectly served by the RNs. Thus the Un interface to the RN of interest will receive a fraction 10/80 of the available system bandwidth. Assuming a 10 MHz system, the capacity of the Un interface for the RN of interest is given by:
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We assume that all the 10 users are running an http application, and we assume that the TCP receive buffer size at the UE is 64 KB. We monitor the queue lengths of the buffered data at the RN over time and use the time average queue length of a each UE to plot the relevant statistics.
During handover, in RLC UM mode, the data buffered at the RLC layer will have to be forwarded over the Un interface. Fig 1 shows the cumulative distribution function (CDF) of the data queued at the RLC buffer for the 10 users. In RLC AM, data queued at the RLC buffer as well as data in the HARQ buffer will be forwarded. Fig 2 shows the CDF of the combined data queued at the RLC and HARQ buffers. Table I gives the mean, maximum, and standard deviation of the queue lengths.
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Figure 1: Empirical cumulative distribution function of average data queued per UE
	
	Mean (in kB)
	Max (in kB)
	Standard deviation (in kB)

	Data queued in RLC buffer
	25.38
	56.25
	20.9

	Combined data queued in RLC buffer and HARQ buffer
	26.59
	56.28
	21.84


Table 1: Average, maximum, and standard deviation of queue lengths
The simulation results show that there can be a large amount of data buffered at the RN for the UEs it serves. This happens when the Uu link between RN and UE is a bottleneck when compared to the Un link. In this case, a significant part of TCP’s transmitted data is expected to be queued at the RN. Un link being more efficient than the Uu link can be expected in practice because the RN locations are expected to be optimized with line-of-sight links to the donor eNBs. 
All this data will have to be transferred back to the donor eNB if a UE hands over from the RN. This can be avoided by using some form of flow control over the Un interface. The mechanisms mentioned during the email discussion include a) flow control between the donor eNB and the RN, b) donor eNB keeping copies of data transferred to RN, and c) donor eNB being told when to start buffering data.
The need for flow control is also motivated by other considerations as outlined in [2]. If data meant for UEs served by an RN are buffered at the donor eNB, but the buffer at the relay node is empty, then the downlink transmission opportunities in the relay-UE link cannot be optimally used. In addition, to exploit multi-user diversity, the relay node should have data for as many users as possible. The availability of data for multiple users can improve the throughput of the Uu link between RN and its UEs. The Uu link of different UEs will be quite different, and the donor eNB needs to know which UEs’ data it should prioritize, not just based on their QoS, fairness, etc. but also based on the amount of data buffered at the RN. So there is a need for a per-UE flow control mechanism for more than one reason. 
The flow control mechanism can take the form of messages requesting for a certain amount of data to be transferred to the RN. The RN can take this decision based on the likelihood of the UE handing over. We note here that alternative 4 is the only scheme that can fully support these types of flow control schemes. This is because only in alternative 4 does the donor eNB have access to individual UE bearers and can exercise appropriate control over the data being transmitted to the RN.

We note that while there will be similar amount of data buffered at the eNB with Release 8 LTE as well, it is the presence of the X2 interface, which is likely to be a wired interface with sufficient capacity that eliminates the need for a similar flow control mechanism.  We also note that there are already several restrictions that reduce the efficiency of relays, for example, the restriction that the relays cannot both listen and transmit on the same frequency in the same subframe. In addition, there are likely to be restrictions that prevent usage of the same resource blocks in the same subframe by both relay nodes and the donor eNB to transmit to their respective UEs. We therefore believe that it is important to not introduce other inefficiencies so that we can fully realize the benefits of the relaying feature.
3
Conclusions
We therefore make the following proposal for RAN2 to consider:
Proposal: Agree that some form of per-UE flow control/buffering is needed to make the Un interface efficient.
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Appendix
The simulation assumptions and parameters are given in the table below.
	Parameter
	Assumption/Value

	Number of UEs served by the RN
	10

	Number of UEs served by donor eNB
	30

	Total number of RNs in system
	5

	Distance-dependent path loss for RN(UE
	L = 128.1 + 37.6log10(R), R in kilometers

	Shadowing standard deviation: relay to UE
	8 dB

	Correlation distance of Shadowing
	50 m

	Penetration loss from relay to UE
	20 dB

	Bandwidth
	10 MHz

	Subcarrier spacing
	15 kHz

	Resource block size
	180 kHz (12 subcarriers)

	Subframe duration
	1.0 ms

	Number of OFDM symbols per subframe
	14 (11 used for data, 3 for control)

	Channel model
	Typical Urban (TU) used for PDSCH 

	UE deployment
	10 UEs under RN and 30 UEs under donor eNB

	Frequency reuse factor
	1x3x1

	Hybrid ARQ round trip delay
	8 subframes (ms)

	Thermal noise density
	-174 dBm/Hz

	Total relay TX power
	1 Watt, 30 dBm

	BS antenna gain (incl. cable loss)
	14 dBi 

	Relay antenna gain (incl. cable loss)
	5 dBi (for Rx/Tx with UE)

	BS and relay transmitter to UEs
	2 antennas

	UE speed 
	3 km/h

	UE receiver
	2 antennas

	UE antenna gain
	0 dBi

	UE noise figure
	7 dB

	CQI quantization
	4 bits per value/subband

	CQI feedback cycle
	20 ms

	Traffic type
	HTTP 1.0 

	TCP receive buffer size
	64KB

	Scheduler
	Proportional Fair scheduler

	Control channel model
	PDCCH errors modeled


� EMBED Equation.3  ���
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