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1 Introduction

In RAN2#61bis a potential problem with flexible RLC PDU at high data rates was raised and three possible solutions were presented in [2], byte-based window management, byte-based polling, and network-based approach.  In this contribution we further the discussion and propose a way forward.
2 Discussion
As discussed in [2], the introduction of flexible RLC PDU size in the UL creates some difficulties with RLC buffer management. This is because stalling can now occur either when the RLC window cannot be advanced due to limited sequence number space or due to lack of memory. 
The existing polling mechanisms do not satisfactorily address this problem. For instance, if one configures the trigger “Every Poll_PDU PDU” with a large value for Poll_PDU, the memory limit could be reached before the UE can set the poll bit when the RLC PDU is large. If one configures the same trigger with a small value for Poll_PDU, polling will occur too frequently when the RLC PDU is small. One could try to avoid this issue by using this trigger along with Timer_Poll_Prohibit timer, but one would then face a similar dilemma setting a value for this parameter (a too large value does not work with high data rates, while a small value cannot effectively reduce the frequency of polls). The same problem occurs with the Timer based trigger.
Several potential solutions have already been proposed in a previous contribution [2], such as byte-based window management and byte-based polling. The byte-based polling mechanism appears particularly attractive in view the simplicity of its implementation. This mechanism can be used together with the existing Poll_PDU count polling mechanism to improve the reliability of the RLC operation and to prevent RLC window stalling.  A similar solution has been adopted for LTE [1].
If no byte-based approach is specified the network has to ensure that stalling does not occur in the UE’s transmission.  This requires the network to estimate the UE transmission buffer utilization based on data received and autonomously send a status report without the need of UE triggering a poll request.  While this approach can work, the following drawbacks exist as identified in [1]:
1. The network may not be able to estimate UE transmission buffer accurately.

2. If the transmission buffers are shared among different RBs, the network would need to track the buffer status of individual RBs from the same UE and combine the information.
3. Since the network side algorithm will not be specified, UE behavior when the transmit buffer becomes full will need to be specified.  These alternatives will be more complex to specify.
4. Polling/status reporting operation will vary from network to network and potentially from RNC to RNC, depending on implementation. Therefore, network controlled status reporting will not allow for appropriate testing, buffer management, and most importantly for a deterministic behavior. 

3 Conclusions

Proposal: Introduce a new polling trigger that is based on the number of bytes transmitted.  
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