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1 Introduction

It has been proposed to introduce downlink flow control in LTE to allow the UE to request a reduction of the transmission rate from the eNodeB. In this contribution we explain why we think that such a solution is neither required nor desirable.
2 Background

It has been proposed in ‎[1] and ‎[3] to provide means for the UE to request a reduction of the downlink data rate if its CPU or Memory-BUS is overloaded. The most prominent example discussed at the RAN2#61 meeting was the case where photos are taken with the internal camera while receiving downlink data at a high rate. In order to fulfill the UE capabilities a terminal may have to spend almost all processing resources on processing the received data so that the camera or other applications can not be run with reasonable performance. It was claimed in ‎[1] that from an end-user perspective it may be preferable to prioritize the camera while throttling the received downlink data rate. Furthermore, it is claimed in ‎[3] that UEs are likely not able to handle UL and DL peak data rate simultaneously. Without flow control full-duplex peak rate could then result in IP packet loss and degraded performance. 
3 Discussion
In this section we explain why a flow control mechanism is neither required nor desirable for LTE.

· Processing Power Limitation is expected to be a rare event. - It is assumed in ‎[1] that congestion scenarios (full rate reception while running processing intensive applications) occur in less than 1% of the time and lasts for only some 10th of milliseconds. We further assume that such congestion events are not uniformly distributed over the day but occur (if at all) in bursts, e.g. during a photo session. Therefore, we think that the gains of a flow control mechanism don’t justify the efforts. 
· UE may mark or drop received packets to throttle source. – Even without flow control a UE could throttle the downlink transmission rate by drop received (IP) packets and thereby forcing the (TCP) source to reduce its send rate. As a consequence, the eNodeB would reduce its rate so that the UE can assign processing power to the camera. Note that it is up to the UE to limit this dropping strategy to certain flows (e.g. Internet access) if desired.
· TCP and UDP sources react to packet loss. - One argument for flow control was that not all traffic is based on TCP. However, also UDP sources are supposed to be TCP friendly and to reduce their rate when experiencing congestion. Anyway, 95% of all Internet traffic uses TCP (including most video services such as YouTube).
· Flow Control results in AQM drops in eNodeB. – It has been claimed that dropping (IP) packets in the UE provides inferior performance compared to flow control as it triggers TCP congestion control. However, if the congestion period persists for a few hundred milliseconds the queue in the eNodeB increases, queue management kicks in and packets are dropped anyway. In this case, the send rate is limited by the source and cannot be up-switched by releasing flow control. 
· Simultaneous Peak-Data rate on UL and DL. – If, as claimed in ‎[3], a UE is not capable of handling the peak data rate for both UL and DL simultaneously, dropping IP packets is the preferred reaction. It will trigger TCP congestion control and thereby adapt to the terminal’s limitation. It should also be noted that such a limitation is persistent, i.e., the terminal would request a downlink rate reduction as long as the uplink is running at peak rate. As discussed above, flow control would finally result in packet dropping in the eNB and thereby throttle the TCP source.
· UE cannot enforce reaction by eNodeB. – We think that there would be no guarantee that the eNodeB reacts on the UE’s flow control command. In general it should be so that the eNodeB steers the UE and not the other way around. 
· Testing is difficult. - Flow control is supposed to be used in exceptional cases so that it is difficult to define a suitable and reproducible test case. Furthermore, testing is difficult as the standard will not specify if and how the eNodeB has to react upon a received flow control command. 
· Control Overhead. – The some solutions listed in ‎[3] use the CQI-Reports to signal the congestion level. This reduces either the frequency (solution 2) or the granularity (solution 3) of the CQI reports and is therefore not acceptable. 

4 Conclusion

In this contribution we discussed the need for flow control between the UE and the eNodeB. We come to the conclusion that the congestion scenarios described in ‎[1] are very rare events that will, if at all, only affect low-end processing limited terminals. The slight performance improvement in these rare cases does not seem to justify the efforts for a flow control mechanism as proposed in ‎[1] and ‎[3]. In particular we regard testing as problematic as miss-use must be detected reliably.
We therefore suggest, not specifying flow control for LTE Rel. 8 and to revisit this issue in later releases only if a clear need is seen for it.
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