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1. Introduction

The logical channel prioritization procedure defined for LTE was designed in order to avoid starvation. In this contribution we point out that further specification work is needed in order to really avoid starvation and propose a framework for specification.
2. Discussion

2.1. Background

Contrary to the absolute priority rule used in WCDMA, it was agreed that the LTE rule would avoid as much as possible starvation of one radio bearer by another.
Starvation avoidance is ensured by allocating UL resources in two rounds. In a first round, only the minimum data rate required to avoid starvation is allocated, and in a second round the remainder of the grant (if any) is handled.
In the first round, logical channels are served up to their configured PBR and both GBR as well as non-GBR services may be allocated a PBR. This principle provides a mean to solve starvation issues because eNBs can configure the higher priority logical channel in such a way that not all the UL resources will be taken.

2.2. Starvation
Starvation can be defined as depriving a logical channel from accessing UL resources for a finite amount of time.

A typical example is when, in an absolute priority setting, an elastic-bandwidth service deprives any lower priority service access to UL resources. The lower priority resources in this case are starved as long as the elastic-bandwidth service has data to send, which happens for an amount of time that can be sufficient to impact the service.

In this contribution we focus on the definition of the PBR because depending on how it is interpreted by different UEs, different understandings of PBR may still lead to starvation of lower priority services.
For example, assuming a service is configured with a PBR at setup and doesn’t generate any data for an amount of time X, the amount of UL resources it can grab can be understood as PBR*X, which can be a very large number if X is large. As a result, lower priority services will be starved until PBR*X UL resources are consumed. 

The example above illustrates the necessity to specify an averaging period for PBR since setting a limit on the maximum amount of UL resources that can be grabbed by services will effectively limit starvation.
Although implementations of the specified method may differ, it is important that the specification adopts a simple framework for describing the agreed UL logical channel prioritization procedure.
2.3. Token Bucket framework
As proposed earlier and as described in classical articles ([1]), a simple framework for defining the UL logical channel prioritization procedure and an appropriate averaging window for PBR and also MBR is to utilize a token bucket framework.
A token bucket is defined per service and is simply characterised with two parameters:

· The token rate; in bytes per TTI; indicates how many bytes are added to the bucket at each TTI
· The bucket size; in bytes; indicates that the maximum number of bytes that can be accumulated for a given service
The following rules explain the token bucket procedures:

· At each TTI, “token rate” bytes are added to bucket

· At each TTI when this service performs an UL transmission of X bytes, the bucket is decremented by X
· The minimum size of the bucket is zero: a service cannot perform a transmission if its bucket size is zero.
· The maximum size of the bucket is “bucket size”: the bucket cannot accumulate bytes above this limit.
2.4. Example for VoIP
In a single mode VoIP service, it is expected that a PBR only may be required. 
The token rate should of course take into account the VoIP source rate (12.2kbps for example), as well as the PDCP and RLC headers. In addition, some assumptions must be made on the IP/UDP/RTP header size, and how much it can be expected to be compressed (if at all).

The bucket size will be limited by the SDU discard timer and it is thus not expected that is would be much larger than 2-3 VoIP frames.
3. Conclusion

We propose to discuss the following:
· Suitability of the token bucket framework to specify the PBR and MBR mechanisms

· Text proposal described in section 4.
4. Text Proposal
The following changes are proposed to subclauses 3.1, 5.4.3.1 and 7.1:

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [x] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [x].

Definition format

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

MBR Bucket Size: This parameter specifies the maximum amount of bytes that can be contained in a MBR Token Bucket. It is stored in the MBR_BUCKET_SIZE parameter configured by higher layers.
MBR Token Rate: This parameter specifies how many bytes are added to the MBR Token Bucket at every TTI. It is stored in the MBR_TOKEN_RATE parameter configured by higher layers.

PBR Bucket Size: This parameter specifies the maximum amount of bytes that can be contained in a PBR token bucket. It is stored in the PBR_BUCKET_SIZE parameter configured by higher layers.
PBR Token Rate: This parameter specifies how many bytes are added to the PBR Token Bucket at every TTI. It is stored in the PBR_TOKEN_RATE parameter configured by higher layers.

RA-RNTI: The Random Access RNTI is used on the [SCCH] when Random Access Response messages are transmitted. It unambiguously identifies which time-frequency resource was utilized by the UE to transmit the Random Access preamble.
5.4.3.1
Logical channel prioritization

Editor’s note: This subclause describes how MAC SDUs are prioritised and selected from different logical channels.

Editor’s note:
The interaction with the DRX control function is automatically done by checking if an UL grant was received. 

The Logical Channel Prioritization procedure shall be applied when a new transmission is performed.
The scheduling of uplink data can be controlled by giving each logical channel a priority where increasing priority values indicate lower priority levels. Each logical channel is configured with a token bucket for the Prioritised Bit Rate (PBR Token Bucket) and optionally, a token bucket for the Maximum Bit Rate (MBR Token Bucket) if configured.
A PBR token bucket is defined for each logical channel with parameters configured by higher layers and additionally a MBR token bucket may also be defined for logical channels with parameters configured by higher layers. The procedures for using the token buckets are described below.
The Logical Channel Prioritization procedure ensures that the UE serves the logical channels in the following sequence:



When a new transmission is requested by the HARQ entity (see subclause 5.4.2.1), the UE shall perform the operations described below:
-
Update PBR_Token_Bucket and PBR_Token_Bucket  as follows:
-
PBR_Token_Bucket = MIN(PBR_BUCKET_SIZE, PBR_Token_Bucket  + PBR_TOKEN_RATE * (number of TTI’s since last update))

-
PBR_Token_Bucket = MIN(MBR_BUCKET_SIZE, MBR_Token_Bucket  + MBR_TOKEN_RATE * (number of TTI’s since last update))
-
For each logical channel ordered in a decreasing priority order, perform the following:

-

serve this logical channel up to MIN(UL_Grant, PBR_Token_Bucket, amount of data buffered for transmission) bytes,
-
decrement UL_Grant by the served amount of bytes.
-
decrement PBR_Token_Bucket by the served amount of bytes.
-
If UL_Grant is greater than zero, for each logical channel ordered in a decreasing priority order, perform the following:

-
if a MBR token bucket has been configured for this logical channel

-

serve this logical channel up to MIN(UL_Grant, MBR_Token_Bucket, amount of data buffered for transmission) bytes;
-
else 

-
serve the logical channel up to MIN(UL_Grant, amount of data buffered for transmission) bytes;

-
decrement UL_Grant by the served amount of bytes.
-
decrement MBR_Token_Bucket by the served amount of bytes.
Once the amount of data served from each logical channel is determined according to the above rules, the corresponding MAC PDU shall be generated.
Logical channels configured with the same priority shall be served equally the by UE.

Editor’s note: Whether the PDCP/RLC/MAC header is included in the definition of the bit rate is FFS.

Editor’s note: What is meant exactly by “served equally” is FFS.


7
Variables and constants

7.1
Variables

PBR_Token_Bucket: This state variable represents the amount of bytes contained in a PBR Token Bucket for a particular logical channel. This state variable is initilized to PBR_TOKEN_BUCKET/2.
MBR_Token_Bucket: This state variable represents the amount of bytes contained in a MBR Token Bucket for a particular logical channel. This state variable is initilized to MBR_TOKEN_BUCKET/2.
UL_Grant: This state variable represents the amount of bytes that can be transmitted in a MAC PDU.
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