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1
Introduction

RAN2#60bis reached the agreement that dynamic scheduling information is provided in an MSAP occasion to let the UE know about the subframes in which the services that it requires are located, in order to perform DRx efficiently. This Tdoc discusses how such information could, and should, be provided.
The issue is discussed using the term scheduling period (or interval), which refers to the periods of time into which the content of possibly several multiplexed services is subdivided for the purposes of 1) transmitting the services in non-time-interlaced blocks within each such period to allow efficient DRx, and 2) helping eNBs to maintain synchronization in MBSFN operation. The assumed relation of the scheduling period to MSAP occasion is that one scheduling period consists of one or more consecutive MSAP occasions.
This contribution is a resubmission of R2-080049 updated with some comparative analysis of UE power consumption between the two main alternative principles discussed in this paper.

2
Discussion

It is possible to identify two ways in which the scheduling information can be transmitted within the same radio resources that are assigned to a single service or a multiplexed set of services:

1. A scheduling block containing the start and end time of each service in the multiplex is transmitted at the start of the scheduling interval to which it relates. 

2. A per-service scheduling block containing the start and end time for the particular service is transmitted at the end of the service data in a scheduling interval. The start and end times relate to the next scheduling interval.

The principles are illustrated in the left (1) and right (2) parts of Figure 1.
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 Figure 1: Illustration of scheduling block location

It is noted that for option 1 the UE must wake up to receive the scheduling block and, except in the case of the service scheduled first, wake up again to receive the service. For option 2 the eNB would need to receive data for two scheduling periods in advance of transmission rather than one. The following subsections discuss some further aspects.
2.1
      Robustness of scheduling information
As a baseline in both the above options, the scheduling information is transmitted once, concatenated with data into the data transport blocks (MAC Control Elements seeming like the most logical mechanism). Failure to detect the scheduling block requires that the UE receive the whole of the scheduling interval and that the data blocks relating to particular services are identified by a service identity. For this reason, it might be desirable to increase the robustness in transmitting the scheduling information. At least the following improvements come into question:
· In option 1, the scheduling block is transmitted in dedicated time-frequency resources in the beginning of a scheduling interval, permitting stronger coding gain for the scheduling information relative to the service data. This would represent a new logical channel, MSCH. MCCH (P-MCCH or S-MCCH) would indicate the existence and time/ frequency parameters that are assigned to the MBSFN MSCH.
· In option 2, the scheduling data is repeated a number of times towards the end of the service block (and updated accordingly, if the scheduling data is given as relative, not absolute, references).
2.2
      Coupling with other than scheduling information
The contents of the scheduling blocks identified above are the start and end times for service transmission within a scheduling period. It is possible to identify additional, service reception specific, information that might be included to reduce or remove the need for a UE to receive MCCH each modification period at least on account of the service it is receiving. The information identified is:

· Session stop, 

· Instruction of the UE to receive MCCH.
Reasons for the latter include indications of service reconfiguration indication and recounting.

2.3
      Scheduling information of intermittently transmitted services
As not all services are necessarily of the streaming type, some of them may not be scheduled in every scheduling period. Handling such services is envisaged to be similar in both the options: the UE would anyway have to check the scheduling information every scheduling period. In option 2, the scheduling of this scheduling information in a given scheduling period would be given by the scheduling information in the previous scheduling period, in line with the general principle of option 2.

2.4
      Scope of applicability
The primary focus in the above discussion has been on MTCH transmissions made as MBSFN. Howver, the principle of scheduling intervals and dynamic scheduling information can also be exploited for single-cell MTCH transmissions. In this context, the dynamic scheduling information would e.g. identify time windows during which a UE should monitor PDCCH for the RNTI associated with the MBMS service, or indicate the allocation of semi-persistent scheduling.
3
Preferred option
Of the options discussed above, our preference is option 2 enhanced with repetition for increased robustness, as it minimizes the UE wake-ups required in normal, uninterrupted service reception. In this option continuous reception of the semi-statically reserved resources can be momentarily required to switch to receive another service on those resources. In the Annex, we compare options 1 and 2 in terms of UE power consumption: in summary, in the case of switching only between successively scheduled services at a time (as is common behavior in TV “channel-surfing”), option 2 seems to be more efficient when the average time between switchings is above a crossover point that is on the order of one second. In the case of a completely random channel-change pattern, this crossover point is on the order of 5-10 seconds. We think these results speak for choosing option 2.
As indicated earlier, the most convenient mechanism to signal this information would seem to be a MAC Control Element.
4
Conclusions

This Tdoc has discussed how to provide dynamic scheduling information within MSAP occasions relating to when particular services are transmitted within scheduling intervals thereby enabling UEs to optimise DRx. The discussion principally relates to several MBMS services transmitted as MBSFN and multiplexed into a common MCH resource but is also relevant for a single service transmitted on a semi-static resource. It also applies to variable-rate or bursty services that are transmitted by single-cell MTCH. The discussion is dependent upon the use of scheduling intervals on the MBMS2 – eNB interface. 

It is proposed that dynamic scheduling information is transmitted in-band within the same semi-statically reserved radio resources as a service, and is arranged as the described option 2 in Section 2 of this paper. If agreed, it is suggested that a sentence similar to the following is added to [1]:
Proposal 1:
A per-service scheduling block containing the start and end time for the particular service is transmitted at the end of the service data in a scheduling interval. The start and end times relate to the next scheduling interval. The scheduling block related to one service may be repeated in one scheduling interval for increased robustness.
If the above is agreed, it is also suggested that RAN2 discuss the following:

Proposal 2:
The signalling of Proposal 1 is conveyed using MAC Control elements.
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Annex: Power-consumption comparison of options 1 and 2
Option 1 is characterized by the fixed power-cost of the UE having to wake up for one additional subframe every scheduling period when receiving other than the service scheduled first, whereas option 2 incurs the variable cost of receiving a random number of unnecessary subframes at every switch of service. With given assumptions about UE behaviour and MCH parameters, one can therefore evaluate for option 2 the expected number of unnecessary subframes received at a service switch, which in turn allows solving for the crossover point of average service-switch time period with which the long-term power costs of the two options are equal, and above which option 2 is more power-efficient.
In the following, we consider S services time-multiplexed as consecutive service blocks as in Figure 1, and indexed from 1 to S in the order of their scheduling, on a repeated MCH resource consisting of NSP subframes repeated once every scheduling period TSP. Expressed in terms of received subframes per unit time, the time-averaged power cost of option 1 is 

(S-1)/(S*TSP),





(1)
assuming that the first scheduled service is received the percentage 1/S of time.

If Ncc denotes the number of extra subframes received at a service switch (cc for Channel Change) in option 2, and Tcc the time period between such channel-changes, the corresponding time-averaged cost of option 2 is 

E[Ncc]/E[Tcc]





(2)
Setting the above two costs equal allows solving for the crossover point of E[Tcc]. To do this, we need to evaluate E[Ncc]. 

The expected power-cost in a channel change is heavily impacted by the channel-change behaviour of the UE, the information that the UE has and the way it uses it. Regarding the latter two, we define the following quantities:

C = index between 1 and S, of the Current channel (service) received by the UE (prior to channel change)

N = index of New channel to which the UE switches

O = index of Ongoing channel, i.e. channel being transmitted at the time the UE has been instructed by the user to change from C to N

We also make the following assumptions:

· The UE knows the transmission order of services 1…S (agreed in the previous meeting)

· Because of concatenation of services within subframes, for the normal cost of receiving channel C the UE also stays aware of the scheduling of service C-1 (because in the general case the fist subframe containing C also contains the scheduling information for C-1), and the start of service C+1 (because option 2 entails signalling also the end time of the service, and C+1 follows C). This can be generalized to service S (UE always knows that service 1 starts the scheduling period, which is given by the MSAP), but not to 1 (UE does not then know the scheduling of the last service S when S>2).

· Thus, by receiving only the subframes carrying C, UE always knows whether O<C-1, O=C-1, O=C, or O>C. 

· If more accurate information is desired, UE can at any time find out the exact current O by receiving one subframe of the MCH. Based on this the UE can postpone continuous reception to C+1 or 1, e.g. if O>N, or continue reception, e.g. if C<O<N.

As said, the expected power-cost of a channel change also depends on the channel-change behaviour.

“Plus-minus-switching”. Common behaviour e.g. in switching TV channels: we assume C and O are i.i.d uniformly distributed in {1..S}, and N|C is 50/50 distributed in C+/-1 (with wrap-around at 1 and S). By the above assumptions, there is no cost from a channel change other than when C=1, N=S>2, and O<S, so overall the expected number of service blocks the UE receives (assuming continuous reception if O<S) is

P(O<S) P(C=1) P(N=S | C=1) (S-1)/2 = (S-1)2 / (4S2),

(S>2)
which, assuming for simplicity average service block size of NSP/S, gives E[Ncc] = NSP (S-1)2/(4S3).
Random switching. C and O are i.i.d uniformly distributed in {1..S}, N|C is uniform in {1..S}\{C}. Taking all the above assumptions into account allows computing the expected numbers of 1) received service blocks and 2) the additional subframes to find out O when beneficial, at a random channel change, by summing over the S2(S-1) subcases all having equal probability and spelling out the cost implied by each case. The resulting expressions are convoluted and are best evaluated numerically (of course, both quantities can also easily be studied by simulation). The results are summarized in Figure 2.
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Figure 2: Channel-change costs with option 2, Random switching

Tables 1 and 2 show the crossover point as solved from (1) and (2) and calculated using the above results, assuming in all cases for simplicity average service block size of NSP/S and a scheduling period of TSP=320ms. 
Table 1: Crossover point [sec] of E[Tcc], Random switching
	Proportion of subframes used by MCH
	S=5
	S=10
	S=20

	100%
	7.5800   
	11.2399           
	13.9574

	50%
	3.8040    
	5.6490    
	7.0186

	25%
	1.9160    
	2.8535    
	3.5493


Table 2: Crossover point [sec] of E[Tcc], Plus-minus switching
	Proportion of subframes used by MCH
	S=5
	S=10
	S=20

	100%
	4.0960    
	2.3040    
	1.2160

	50%
	2.0480
	1.1520    
	0.6080

	25%
	1.0240    
	0.5760    
	0.3040
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