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1
Introduction

In addition to RLC polling triggers “transmission of last data in the buffer” and “expiry of poll retransmit timer”, RAN WG2 has agreed to support either Window based polling or PDU count based polling [1]. This document compares these two alternatives.
2
Discussion

The objective to use Window based polling and PDU count based polling is the same, i.e. to poll the receiving RLC entity in a timely manner so as to avoid transmit window stalling due to SN shortage (i.e. avoid VT(S) = VT(MS)). How the Window based polling trigger and PDU count based polling trigger can be designed to achieve this is described below with concrete examples.
Window based polling

With Window based polling, a polling threshold (Th) needs to be configured, where a poll will be triggered at the transmitting side of the AM RLC entity when [VT(S) – VT(A)]/Window_Size > Th. In order to minimize the status reporting overhead from the receiving side of the AM RLC entity, it is desired to configure Th to a large as possible value that still avoids window stalling (i.e. avoids VT(S) = VT(MS)).

For example, if the delay for a status report to be received after the poll bit is set by the transmitting side of the AM RLC entity is less than 128 ms for most of the time, then this means that the ideal value for Th will be 75% since Window_Size = 512 for AM data transfer in LTE ([512 – 128]/512 = 75%). It is noted that transmission in every TTI is assumed here since this provides the highest transmit window stalling probability, and single stream MIMO is assumed for simplicity.
One point to note with Window based polling is that even after a poll is triggered for one AMD PDU once [VT(S) – VT(A)]/Window_Size > Th, polls will be triggered continuously for the following AMD PDUs until a status report is received by the transmitting side of the AM RLC entity. This provides some robustness since even if one AMD PDU with the poll bit set is lost, the next AMD PDU will also have the poll bit set. With the status prohibit function being utilized this continuous setting of the poll bit will not be problematic.

So in the above example, status reports due to Window based polling will occur once in every 384 ms, which is very low in terms of overhead.

PDU count based polling

With PDU count based polling, a polling counter (N) needs to be configured, where a poll will be triggered at the transmitting side of the AM RLC entity for every N newly transmitted AMD PDUs. In order to minimize the status reporting overhead from the receiving side of the AM RLC entity, it is desired to configure N to a large as possible value that still avoids window stalling (i.e. avoids VT(S) = VT(MS)).
For example, if the delay for a status report to be received after the poll bit is set by the transmitting side of the AM RLC entity is less than 128 ms for most of the time, then this means that the N can be set to 384 (512 – 128 = 384). It is noted that transmission in every TTI is assumed here since this provides the highest transmit window stalling probability, and single stream MIMO is assumed for simplicity.

In contrast to Window based polling, after a poll is triggered for one AMD PDU, a poll will not be triggered until another N AMD PDUs have been transmitted. In this sense it is less robust to loss of an AMD PDU with the poll bit set. However, this loss can be taken care of by the other poll trigger “expiry of poll retransmit timer”. Continuing in the example above, if the delay for a status report to be received after the poll bit is less than 128 ms for most of the time, then T_poll_retransmit shall also be set to 128 ms. Furthermore, if it is desired to avoid transmit window stalling also for the case where the AMD PDU with the poll bit set due to “expiry of poll retransmit timer” polling trigger, than N should be configured to 256 (512 – 128 – 128 = 256).

So in the above example, status reports due to PDU count based polling will occur once in every 256 ms, which is still very low in terms of overhead. With such rare polling and status reporting occasions with PDU count based polling, one question to ask is “if PDU count based polling is supported, is there still any need for a status prohibit mechanism?”
From the discussion above, it is concluded that although Window based polling seems to provide slightly lower status reporting overhead compared to PDU count based polling for the same transmit window stalling probability, the status reporting overhead will anyways be low for both triggers. Furthermore, it is noted that in case PDU count based polling is supported, the necessity of a status prohibit mechanism seems to diminish.
3
Conclusion
This contribution compared two candidates for RLC polling triggers: “Window based polling” and “PDU count based polling”.

It is suggested for RAN WG2 to take into account the following speculations when deciding on which polling trigger to adopt for LTE:

· Status reporting overhead will be very low for both Window based polling and PDU count based polling.

· Window based polling seems to provide less overhead compared to PDU count based polling.

· If PDU count based polling is supported, then the need for status prohibit function seems to diminish. 
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