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1.  Introduction
In RAN2#58bis, it was decided that RAN2 shall discuss MAC/RLC measurements in eNB by email until RAN2#59. As a starting point, the following five items were discussed:

· M1: UL throughput

· M2: DL throughput

· M3: Usage reported per RB on UL

· M4: Usage reported per RB on DL

· M5: Number of received RACH preambles
This paper summarizes the email discussion that took place on the RAN2 email reflector between RAN2#58bis and #59.
2. Measurements treated in email discussion
As a starting point, the rapporteur picked up five measurement items to be discussed from the operators’ input [2]. The rapporteur provided possible definitions and use cases for each measurement item, as listed below.
2.1  UL throughput (M1)
· Definition:
· This is the UL throughput over the air interface.

· It can either be the granted rate, received MAC PDU rate (after HARQ), or received RLC PDU rate.

· The throughput at S1 output on GTP-U or PDCP level can also be measured.

· Average/aggregate per cell for each QoS class (and possibly also per sharing operator) should be measured.
· Interface:

· OAM/SON, X2 (FFS)
· Use cases:

· KPI

· S1 bandwidth optimisation

· RAN sharing

· Guarantee/enforce GBR/PBR/MBR

· Scheduling operation
· Open issues:

· Granted rate, received MAC PDU rate (after HARQ), or received RLC PDU rate

· Whether a separate measurement at GTP-U or PDCP level is necessary

· Whether throughput per sharing operator is necessary

· The need to transfer throughput per logical channel over X2 at HO

· Measurement time interval
2.2  DL throughput (M2)
· Definition:
· This is the DL throughput over the air interface.

· It can either be the transmitted MAC PDU rate, acknowledged MAC PDU rate (after HARQ), or acknowledged RLC PDU rate (by RLC-AM).

· The throughput at S1 input on GTP-U or PDCP level can also be measured.

· Average/aggregate per cell for each QoS class (and possibly also per sharing operator) should be measured.
· Interface:

· OAM/SON, X2 (FFS)
· Use cases:

· KPI

· S1 bandwidth optimisation

· RAN sharing

· Guarantee/enforce GBR/PBR/MBR

· Scheduler operation

· Active queue management
· Open issues:

· Transmitted MAC PDU rate, acknowledged MAC PDU rate (after HARQ), or acknowledged RLC PDU rate (by RLC-AM)

· Whether a separate measurement at GTP-U or PDCP level is necessary

· Whether throughput per sharing operator is necessary

· The need to transfer throughput per logical channel over X2 at HO

· Measurement time interval

2.3  Usage reported per RB on UL (M3)
· Definition:
· This is the ratio (percentage) of the used RUs over the available UL RUs over a certain time interval, and is measured per cell.
· Any non-scheduled transmissions and retransmissions should be counted as used.

· Interface:

· OAM/SON, X2 (FFS)

· Use cases:

· Monitor congestion level

· Call admission control

· Load balancing

· Inter-cell interference control

· Open issues:

· Whether the usage should be measured per subband/RU group

· How to treat RACH resources and resources for L1/L2 dedicated feedback

· The need to exchange over X2

· Measurement time interval
2.4  Usage reported per RB on DL (M4)
· Definition:
· This is the ratio (percentage) of the used RBs over the available DL RBs over a certain time interval, and is measured per cell.
· Any non-scheduled transmissions and retransmissions should be counted as used.

· Interface:

· OAM/SON, X2 (FFS)

· Use cases:

· Monitor congestion level

· Call admission control

· Load balancing

· Inter-cell interference control

· Open issues:

· Whether the usage should be measured per subband/RB group

· How to treat SCH, BCH, and MCH resources and resources for L1/L2 control

· The need to exchange over X2

· Measurement time interval
2.5  Number of received RACH preambles (M5)
· Definition:
· This is the number of received RACH preambles in a time interval in a cell.

· It should be measured per preamble range (dedicated, random-low, random-high).

· It can be averaged (or aggregated) over the PRACH resources configured in a cell.

· Interface:

· OAM/SON

· Use cases:

· PRACH resource optimisation (including preamble split)

· Persistence level and back off control
· Open issues:

· Average or aggregate

· Measurement time interval
3. Summary of email discussion
Due to the holiday season, only few comments were received during the email discussion. Nevertheless, these are summarized below.
3.1  On (M1) and (M2): UL/DL throughput

On the use case to guarantee/enforce GBR/PBR/MBR, Ericsson commented that the throughput measure is most useful for the cell in which the GBR/PBR/MBR needs to be guaranteed/enforced, and the gain of forwarding the measured throughput at handovers is not clear. NTT DoCoMo agreed that for this purpose, forwarding may not be too helpful. However, it was commented that an explicit definition of throughput is necessary so that the operator can set GBR/PBR/MBR, knowing what throughput is guaranteed/enforced.
On the use case for scheduler operation, Ericsson commented that how the scheduler operation could be enhanced by having access to old throughputs after handover should be understood. NTT DoCoMo commented that to obtain a reasonably accurate throughput value, it will take some time (e.g., to filter immediate scheduling effects). If the throughput value is not transferred at handover, the scheduler will have to pick some default value to be used, which might cause QoS degradation in a high-speed bullet train scenario, due to the throughput measure being reset at each handover.

On the use case of active queue management (AQM), Ericsson commented that it is sufficient to measure the throughput in the own cell. NTT DoCoMo agreed.
On the use case to optimise S1 bandwidth, Ericsson commented that the use case is for RAN3 to discuss, and NTT DoCoMo agreed. However, the rapporteur commented that the use case was raised to avoid similar measurements being defined at various protocol levels, i.e., some measurements may be omitted if it is very similar or the difference can be predictable.

On the use case of RAN sharing, Ericsson commented that it is not clear: to which node this information should be sent, and to which operator this information is intended, i.e., whether all the operators receive all measurements or each operator is only allowed to see their share of the bandwidth used. NTT DoCoMo insisted that operators interested in RAN sharing provide comments on this controversial issue.
Open issues identified through the discussion are summarized below:

· What throughput is guaranteed/enforced by GBR/PBR/MBR?

· What gain is provided by transferring the throughput measures at handover for scheduler operation?

· What throughput measurements are the ones essential, e.g., GTP-U, PDCP PDU, MAC PDU, …?

· What are the intended node(s)/operator(s) that the throughputs be reported in the case of RAN sharing?
3.2  On (M3) and (M4): Usage reported per RB on UL/DL

Ericsson commented that inter-cell interference control (ICIC) needs to be discussed in RAN1, and that how the Multi-User MIMO will affect this measurement, if there are several users per RB.
The rapporteur explained that the measurements M3 and M4 were introduced in RAN2, taking into account the comment from Nokia Siemens Networks in RAN1 (R1-072281).
Ericsson further commented that how exactly the load balancing algorithm will benefit from all the proposed measurements are unclear, and that defining anything “just in case” should be avoided. NTT DoCoMo agreed that the measurements should be limited to the ones essential.
Ericsson also commented how the information, e.g., usage of individual RBs, from the neighboring cells is needed for the admission control algorithm. NTT DoCoMo commented that in general, the measurements are not just to compare from neighbours. That is, operators want to achieve a consistent behaviour, like CAC, across the network especially in a multi-vendor environment. The operator can set certain policies for CAC, but if the measurements are different, the network behaviour will be inconsistent. To assess the policies and set the right ones, the operator has to collect measurements across the network and analyze them, and hence, the relevant measurements should be clearly defined and reported.

3.3  On (M5): Number of received RACH preambles
NEC questioned the need to report for “dedicated RACH,” as there will be no persistent level or backoff control for “dedicated RACH.” NTT DoCoMo agreed that for dedicated RACH, there is possibly no persistence level or backoff control. However, it is thought necessary to optimise the preamble split and also to optimise the number of PRACHs.

NEC further questioned the need to report these measurements to OAM/SON, as the eNB can autonomously decide the persistent level or backoff control. Ericsson expressed a similar view that optimisation of such control in one cell does not depend on the values in other cells, and it can be closed within the eNB.

NTT DoCoMo agreed that the persistence level or backoff control are rather eNB internal processes. However, to optimise the policies/parameters, e.g., the persistence level P(N), Mmax, N_BO1max/min in UTRA, the RACH traffic needs to be reported to the OAM. NTT DoCoMo questioned how one can optimise these parameters without having such measurements.
Telecom Italia commented that in principle some kind of optimisation (depending on the degree aimed) could be done autonomously in the eNB, however, whether the setting in one eNB does not affect the neighbour eNBs is unclear. Telecom Italia further commented that RACH parameters are related to other settings (like cell radius, power settings, interference control) that operators would prefer to handle in a coordinated way across several eNBs, and hence the possibility to collect these parameters in a centralised way could improve the optimisation process.
As a way forward, the rapporteur asked if it can be agreed on the need to measure M5 to optimise the number of PRACHs and the split between dedicated, random-high and random-low preambles, regardless it is only used internally in the eNB or reported to some OAM/SON entity. Then, if the need can be agreed, the question would be whether it needs to be reported to some OAM/SON entity. The rapporteur further asked whether RACH self-optimisation be supported in each and every eNB or RACH configurations be done from the centralised OAM/SON entity.
NTT DoCoMo commented that even if RACH parameters are self-optimised by eNBs, the policy of optimisation should still be configurable by the operator, e.g., allowed RACH usage. It was expressed that to set the right policies, the operator (or centralised SON) needs to collect measurements and analyze them. NTT DoCoMo further explained that if the operator changes e.g., antenna/power settings in the cell, it will change the amount of RACHs in the cell as well as at the neighbours. The usage per range of preambles would also change. Then, the operator will have to check M5 and see if the applied changes are not causing any problems on RACH, and it may further trigger some changes in RACH configuration. At multi-vendor boundaries, this will need inputs from both sides so that the applied changes are reasonable in both. Consequently, it is obvious such measurements are necessary and must be comparable for different nodes.
Open issues identified through the discussion are summarized below:

· Can companies agree that M5 is necessary to optimise RACH parameters, irrespective of whether they are self-optimised by eNB internally?

· Would self-optimisation of RACH parameters be supported in each and every eNB, or would parameters be configured from OAM?

· Can the explanation from operators above justify the need to standardize M5?
3.4  In general regarding eNB measurements
Ericsson expressed that their understanding from the last RAN plenary meeting is that all measurements to be standardized should be transfered between nodes (i.e., eNB internal measurements are not standardized), and their impression from the plenary that the OAM and KPI related measurements would be discussed in RAN3/SA5. Ericsson asked if other companies share the same understanding, and proposed that RAN2 focuses only on the use cases relevant for RAN2.
NTT DoCoMo expressed one of the difficulties in progressing this work is that it involves many WGs. NTT DoCoMo commented that although RAN3/SA5 need to discuss the OAM and KPI aspects, RAN3/SA5 do not have the sufficient expertise to define the L1/L2 measurements. For example, RAN3/SA5 could claim “radio throughput,” but not its explicit definition. For instance if the “MAC_PDU throughput” is to be defined, HARQ retransmissions and failures need to be considered, which cannot be discussed in RAN3/SA5 but RAN2.
The rapporteur asked a general question if some (distributed) self-optimising functionality is to be deployed in the eNB, would/should the "policy for optimisation" be controllable by the operator. NTT DoCoMo commented that they would like to have sufficient control over such policies, so that the network behaviour is consistent accross the network especially in a multi-vendor environment. Then, to set the right policies, the policies need to be assessed, and to do this the operator needs to collect measurements from various parts of the network and analyze them in a statistical manner. Hence it is thought necessary that these measurements are standardized and reported.
Open issues identified through the discussion are summarized below:

· Do companies share the view that only the measurements that are conveyed over an interface should be standardized (i.e., eNB internal measurements are not standardized)?

· If some (distributed) self-optimising functionality is to be deployed in the eNB, would/should the “policy for optimisation” be controllable by the operator?

· Can companies agree that to design such policies properly, eNB measurements need to be collected at centralised OAM/SON entity?
4. Concluding remarks
With only few comments provided during the email discussion, no concensus has been reached on any of the measurements. Still, there were some good discussions regarding the treated five measurement items, and eNB measurements in general. Some essential issues for further discussion have also been identified. The rapporteur acknowledges any comments provided from companies through the course of discussion. However, the eNB measurements issue clearly needs more discussion. As such, it is suggested that further discussions take place during RAN2#59 and after the meeting by email, if agreeable.
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Attachments

The following files are attached, which were presented from the rapporteur at the beginning of the email discussion.
· 070801 eNB meas - L2 measurements v1.ppt
· 070801 eNB meas - Throughput v1.ppt
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