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1 Introduction/Background 
In previous RAN 2 meetings Buffer Reporting for E-UTRAN has been actively discussed with respect to the contents and granularity of buffer reporting. It is now a the general understanding within RAN 2  that more detail buffer status information should be reported to eNB to support QoS-aware scheduling better compared with HSUPA in which only total buffer status and the highest priority logical channel’s buffer status are reported to NB. Generally it is agreeable that the buffer status report based a Radio Bearer group would be adopted in LTE in order to have QoS-aware scheduling and at the same time to limit the control signalling overhead as compared to per Radio Bearer Reporting. Details about the scheduling information are discussed in the accompanying contribution [1]. In this contribution we investigate the uplink traffic model for various applications and suggest optimised reporting to minimise the control signalling overhead.  

2 Source Traffic Model of Major Applications in Uplink
A source traffic model essentially consists of two parts: the arrival process for the user activities and the process describing the activity phase. The arrival process determines the instants when a user starts his activity. Such instants are denoted as arrival times. If WWW users are considered, the instant a user begins with his web browsing session is the arrival time for the HTTP application. The modeling approaches for the arrival process are not considered here and are assumed to be identical for the various applications for simplicity. 
The described traffic models are based on a general form of ON/OFF model where a session is generally composed of the some random number of ON/OFF periods described by the appropriate distribution. Each ON period will be further specified in terms of random number of packets, packets durations, packet itert-arrival times, etc. 
The models for the activity phase will be described in the following sections individually for the different services focusing on the uplink traffic patterns. Further, for the TCP based applications, the traffic model assumes the steady maximum bit rate during the activity phase after the slow start. The delay components are illustrated in Figure below.

[image: image1.emf]TCP

Connection

Establishment

TCP Slow

Start

Maximum Throughput


· HTTP Web browsing traffic

Web browsing model in its simple form is an ON/OFF model where ON state represents the activity for fetching all objects belonging to one web request  after accepting it and the OFF state represents a silence period after all objects in a web request are retrieved.  The web traffic is essentially a downlink extensive with steady stream the TCP/ARQ acknowledgements in the uplink during the ON period as shown in Figure1.
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· FTP traffic 

The FTP service can be included by describing an FTP file transfer like a web session with only one web request with prolonged active phase.
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· Multimedia Video Sharing

Imaging service such as real time video sharing is about showing to the other end what is going on in your side of the phone connection. Based on initial estimates from video streaming codecs in current networks, a lower bit rate limit is typically around 40 to 64 kbps for a duration varying from tens of seconds to few minutes. For streaming traffic the resources could be persistently allocated, however since the streaming traffic could fluctuate between MBR and GBR, we feel that it might be more efficient to allocate the resources dynamically. 
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· Multimedia Messaging/ Multiplayer Games/ Push-to-Talk 
These applications are characterized by short bursts of data at irregular intervals dependent on the user action. The general pattern is shown below
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·  VoIP 
VoIP application will generate packets of constant size every 20ms during the talk spurt. 
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Multimedia messaging/multiplayer games/Push-to-Talk applications generate traffic bursty that is unpredictable in nature and the exact buffer status is needed by the uplink eNB Scheduler to appropriately allocate resources. 
For VoIP the packets are generated every 20ms sec during the talk spurt and the resources would be allocated in the semi static manner through persistent scheduling and therefore dynamic resource allocations for VoIP is not considered further in the paper.  .

For TCP based traffic or multimedia video sharing the applications would attain steady bit rate after stating and UE would have to request uplink resources periodically during the activity phase. We believe the uplink signalling overhead reporting buffer status for such can be considerably optimised. 
3 Buffer Status Reporting
Based on the traffic patterns for the most common applications being used in the wireless world we could define mechanism for the optimized buffer status reporting mechanism to satisfy the two requirements 

1. granularity of buffer status reports that is sufficient enough to perform QoS aware scheduling 
2. minimize the control signalling overhead
For LTE system, we feel that the buffer status reports based on the radio bearer groups having the same priority would be sufficient to perform QoS aware scheduling. In this scheme UE would include the buffer status of all the Radio Bearer Groups (RBG) in every report and would consequently incur overhead especially if there are many RBG.
Looking at the traffic patterns of various applications in section 2 we find that there are sustained periods of time (ON period) during which the bit rate for the TCP based applications such as FTP (file upload), SMTP (sending email) and HTTP (TCP/RLC acks) would remain fairly constant after the TCP slow start phase. For multimedia video sharing applications, nearly constant bit rate would also be maintained during the ON periods. 

Considering this, we feel that there would be large overhead if the UE keeps reporting the buffer status of all the Radio Bearer Groups (RBG) in every report especially for the duration when the bit is fairly constant. In order to reduce the uplink overhead we propose that we have two kinds of buffer reports.

· Absolute Buffer Status Reports
· Relative Buffer Status Reports

Absolute Buffer Status Reports (ABSR): These would include the buffer status of all the Radio Bearer Groups and can be sent during the session start phase where the application has just started and the bit rate is changing in time before reaching a steady value. Absolute Buffer Status Reports  would essentially be event triggered when the amount of data in the UE buffer (or alternatively in a traffic flow) gets above (or below) a predefined threshold value.

Relative Buffer Status Reports (RBSR): These would include only differential buffer status (indicating a change in instantaneous bit rate) with respect to the last sent Absolute Buffer Status report and can be sent periodically when the applications have reached relatively steady bit rates. Relative Buffer Status reports will be of small size making it possible to piggyback the Buffer information in a data PDU thereby considerably reducing the uplink overhead of sending Absolute Buffer Status report periodically for requesting uplink resources.    
Relative Buffer Status Reports could include 

1. Number of bytes added or removed form the buffers within a predefined thresholds since the last Absolute Buffer Status Report or

2. Current buffer size as a percentage of size reported in the last ABSR 
3. eNB and UE could agree a reference buffer size by higher layers, and then the Relative Buffer Status report can signal the current size as a percentage of this reference
4. RBSR could also be utilized as an indication to the eNB to switch from Talk spurt period to silent period and vise versa for the VoIP service. Based on this indication from UE, eNB can release persistently allocated UL resources when switching form talk spurt period to silent period or re allocated resources when switching from silent to talk spurt period 
The example illustrating the use of absolute and relative buffer status reports in combination for single service and multiple service case is illustrated in the following figures.
Single Service case:  File Upload
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Multi Service case:  File Upload + TCP/RLC ACKs for web browsing traffic
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4 Conclusions

We propose to have Relative Buffer Status Reports additionally to the Absolute Buffer Status Reports to reduce the signalling overhead for buffer status reporting in LTE. UE can smartly switch from Absolute to Relative Buffer Status Report after the application has attained steady bit rate. The use of Absolute to Relative Buffer Status Report for single and multiple service cases are illustrated to demonstrate the decrease in signalling overhead. With such schemes, the signalling overhead can be kept to acceptable limits without loss of granularity of information provided to the uplink eNB scheduler to perform QoS-aware scheduling. 
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6 Annex: Error Handling

We believe that the combination of the Absolute and Relative Buffer Status Report would provide a robust mechanism for uplink eNB scheduler to perform QoS–aware scheduling.
Since the Relative Buffer Status Report (RBSR) is a differential buffer status (indicating a change in instantaneous bit rate) with respect to the last sent ABSR, even if one of the RBSR is lost, UE in the next scheduled interval shall again report the differential with respect to the last ABSR or send ABSR if the buffer increases predefined threshold. The network will be able to allocate resources appropriately on receiving subsequent RBSR or ABSR after a lost RBSR as shown in the figure below.
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