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1
Introduction
In Ran2#58bis the mechanism of system information scheduling was discussed.  Several proposals were presented and the three main mechanisms were summarized and discussed in [2]. Proposed mechanisms can be divided into semi static and dynamic apporoaches. Although there was agreement to use flexible scheduling as working assumption we want to come back to this topic and address benefits of semi static scheduling over dynamic scheduling, in particular from UE point of view.
2
Discussion
2.1
Semi static scheduling
Information within SU1 provides the UEs with information about the exact time-domain scheduling of the remaining scheduling units (SU2 and beyond). While it is ffs in [1] if SUs after SU1 are scheduled in subsequent consequtive subframes or dispersed to distant subframes, scheduling of SU1 was decided to be performed in the subframe following the one carrying P-BCH.

The size of SIBs and therefore the SUs can vary largely depending on the amount of system information the operator has decided to transmit. The available system bandwidth and thus the available payload for BCCH per sub-frame is limited depending at least on the payload allocation, cell size and coverage requirements. Thus, it is obvious that large SIBs cannot be transmitted in a single sub-frame. This will set a requirement for segmentation of SIBs to multiple sub-frames.
The actual physical performance issues will be studied by RAN1 However, in this contribution, an indication is already shown that the tight coverage requirements will imply low channel coding rate and need of suitable frequency diversity, antenna diversity and time-diversity transmission schemes. Especially, the creation of time diversity is expected to impact time scheduling of the SUs. See Table 1 in Appendix I, which shows an early indication on the number of subframes needed for the SU transmission.

As the SU1 will contain the time schedule of all the other SUn’s (where n > 1), SU1 should be designed in such a way that it allows segmentation and dispersion of any SUn (n>1) into multiple sub-frames within the scheduling period.

The scheduling information in SU1 needs to indicate the time structure of the SU in multiple sub-frames. This can be done e.g. by signalling the indication of the beginning sub-frame and the end sub-frame of a SU. Further, if for any reason (segmentation or time diversity dispersion for supporting the scheduler) this pattern cannot be provided in subsequent consecutive subframes, this signalling may include a sub-frame pattern to indicate presence of the actual segments of a SU in between the begin and the end sub-frames. By this mechanism the scheduler can get additional flexibility to support realtime services. Whether or not the time diversity for segments within a SU is needed depends on the number of subframes needed for the SU transmission.
Signalling the time-domain scheduling information as exactly as possible in SU1 may reduce the needed L1/L2 control channel signalling and will be a benefit for the UE of not having to decode the L1/L2 control channels in all the subframes in the SU period. As mentioned above SI scheduling can influence the delays of the other services and thus the segmented SUs can only be transmitted within the delay constraints.
Concerning this issue dynamic scheduling may show benefits at the first glance. However, this may lead to the same situation as signalling only beginning and end of scheduling information in SU1. As in both of these schemes the segment pattern would not be signalled the UE had to decode nearly all the subframes over long periods of time in the process of decoding the System Information. This is of course not tolerable from the UE power consumption point of view.
To estimate the number of subframes needed for system information transmission we consider typical SIB sizes and a sum of all SIBs (from SIB 1 to SIB 18) of about 2500 bits.
Taking into accout different BCCH bandwidth and 98% coverage reliability at 1% BLER we get typical BCCH capacity per TTI, see Table 1 in the annex. From Table 1 we see that typical SUs can not be transmitted in a single sub-frame in the general case, but within a few subframes this may be feasible. 
2.2
Dynamic scheduling
Dynamic scheduling of system information uses a window based mechanism which offers additional flexibility in scheduling of SU segments. As the UE is only aware of the window bit not the exact subframe in which SI will be transmitted it must decode the RNTI information on PDCCH in all subframes within the window. Although the power needed for decoding PDCCH is less than decoding PDCCH + PDSCH extra, additional UE power-ON periods are needed depending on the configured window size. As it is this idea to provide flexibility to support the scheduler, we can expect a non negligible number of subframes which will not transmit scheduling information but will yet require decoding of PDCCH. This may cause significant signalling overhead.
As seen from the Table 1 in the annex for small BW cells (e.g. 1.25Mhz) segmenting of 2500 bits into 42bit segments produces about 60 segments. As each segment of 42 bits needs also some segmentation information (e.g. on RRC level) exact number of segments will increase e.g. if each segment utilizes 8bits for segmentation then 74 segments are needed for sending 2500 bits of information. Please note that total size of PDCCH for DBCH transmission has not been agreed yet and may be even higher than assumed here. When considering PDCCH usage for allocating resources that can only contain about 34 bits or less of data the overhead seems to be quite massive.

In our view, flexibility for scheduling cannot disputably be provided by the expense of additional UE receiver-ON periods. If we use the example of SUs segmented into 74 segments in the dynamic approach and we assume that for flexibility each segment requires 5ms of power on period for reading PDCCH this will cause a 370ms power on for SU reception in each cell change. That would degrade UE power performance considerably in RRC_CONNECTED state but  especially in the idle mode. Furhermore massive overhead shall be avoided and thus it is our opinion that we should also consider solutions that allow sending of BCCH without using PDCCH.
Concerning the difference of needed scheduling information in SU1 we see no difference to the semi static approach as also the beginning end the end of the window must be indicated in SU1.

By decoding the PDCCH the UE will identify the subframes carrying system information. Transmission failures on PDCCH will therefore require re-reading of the complete segment in the next scheduling period, causing delay in reading the system information. 
3
Proposal
Varying length of system information, different amount of bandwidth available for the BCCH payload and cell sizes are reasons for the need for a variable number of subframes. However, as these factors do not change frequently, they can already be taken into account when defining the scheduling of SUs. We therefore propose to adopt the semi static scheduling approach. In our opinion typical SU sizes allow for transmission of segments in known subframes in the period of begin and end window of the SU transmit time without causing unacceptable delays for any of the scheduled services. Even transmission of segments in subsequent consecutive subframes is possible and allow for higher coding gains and less scheduling information.
If the size of any particular SU changes more than is tolerable to be handled by changing the allocation of frequency PRBs in the scheduled subframes, it is of course necessary to update the time scheduling information as well. However, as the PRB allocations in a sub-frame allow a fairly large range of changes of SU sizes, it can be expected that the needed time schedule updates will be vary rare.

It is proposed that semi-static time scheduling of SUs is well sufficient and that is signalled in SU1. The format of time scheduling information in SU1 is to be defined, but should be defined in the way avoiding unnecessary lengthened receiver power-ON periods. For this same reason, dynamic scheduling of system information via the L1/L2 control channel is not needed. As explained in chapter 2 overhead of PDCCH for small BW cells tends to be rather huge and we see that some optimization are necessary to make such cells feasible for implementation. Thus we propose that it should be possible to avoid using PDCCH allocation entry for each segment. 
4
Conclusion
In this contribution semi static scheduling of system information has been addressed. Given the semi static nature of BCCH bandwidth, cell size and amount of system information we conclude that it is sufficient to apply scheduling information in SU1. The scheduler will be able to take this information in advance into account for its decisions. 

We have not identified the need for dynamic scheduler flexibility on subframe basis. Although it might look promising, drawbacks in the UEs power consumption can not be disregarded.

We therefore propose semi static scheduling as a simple solution. The current limitation in [1] on subsequent consecutive scheduling of segments may be reconsidered.
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Annex

Parameters for the simulation:

· normal cyclic prefix length and 14 OFDM symbols per 1 ms TTI are assumed;
·  98% coverage reliability @1% BLER requirement in 3GPP simulation cases 1 & 3 defined in [3]
· reference symbols for all four transmit antennas are left unused for BCCH transmission
· BCCH is assumed to occupy fully the available bandwidth; 11 OFDM symbols are used per TTI (3 reserved for PDCCH);
· single transmit antenna (1Tx) and dual transmit antenna transmission applying Space Frequency Block Codes diversity technique (2Tx SFBC) are considered.
· the simulated channel model is 3GPP-TU and the UE velocity was set to 3 km/h.
Table 1 Maximum BCCH information block length (IBL) and required effective code rate (ECR) for 1 ms TTI; 1.25, 5, 10 and 20 MHz system bandwidths

	
	Tx         BW scheme
	1.25 MHz
	5 MHz
	10 MHz
	20 MHz

	3GPP Case 1
	1 Tx
	ECR=1/17

IBL=77 bits
	ECR=1/11

IBL=523 bits
	ECR=1/9

IBL=1284 bits
	ECR=1/9

IBL=2573 bits

	
	2 Tx SFBC
	ECR=1/11

IBL=122 bits
	ECR=1/9

IBL=640 bits
	ECR=1/9

IBL=1284 bits
	ECR=1/9

IBL=2573 bits

	3GPP Case 3
	1 Tx
	ECR=1/30

IBL=42 bits
	ECR=1/15

IBL=382 bits
	ECR=1/15

IBL=769 bits
	ECR=1/15

IBL=1542 bits

	
	2 Tx SFBC
	ECR=1/17

IBL=77 bits
	ECR=1/12

IBL=479 bits
	ECR=1/11

IBL=1050 bits
	ECR=1/11 IBL=2105 bits


Please note that these are preliminary simulation results.

