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Introduction

In RAN2 #57bis meeting in Malta, we made a contribution [1] on the same topic that showed the amount of over-provisioning required due to overlapping SFN areas. However, in [1], the cells required to be in the SFN area were assumed to be randomly placed. In this contribution, we refine our results by assuming that the SFN areas need to be contiguous. While the amount of over-provisioning reduces under the assumption of contiguous SFN areas when compared to the case of randomly choice of cells in the SFN area, it is still a significant problem, as our results will show.  In addition, we should point out that the services may be sent in more cells just to ensure such a contiguous SFN deployment than would otherwise be the case. In that sense, the results reported in this paper are optimistic, and the over-provisioning requirement may be much higher. 
2. System Model
For ease of readability, we repeat the motivation behind why there will be a requirement to over-provision resources when SFN areas are allowed to overlap. Figure 1 illustrates why there will be a need for over-provisioning of resources, when overlapping SFN areas are allowed. As shown in Figure 1, assume there are 3 cells A, B, and C, and let there be three resource blocks in each of these cells. Let us also assume that every pair of cells forms an SFN area. Thus cells A and B are in one SFN area, cells B and C are in another SFN area, cells A and C are in a third SFN area, and let cells A, B, and C together form a fourth SFN area. Let us say service 1 needs to be sent in cells A and B, service 2 needs to be sent in cells B and C, and service 3 needs to be sent in cells A and C. Without loss of generality, the allocations of resource blocks can be as shown in Figure 1. With the recent RAN1 decision of only allowing services belonging to the same SFN area in a given sub-frame, the x-axis in Figure 1 should be interpreted as the time axis. Now if there is a fourth service that needs to be sent in cells A, B, and C (or in any two of these cells), there is no way to accommodate it within the available resources. However, notice that each of the cells individually does indeed have enough resources to admit the fourth service as well. Such anomalous cases will not occur if we did not have overlapping SFN areas. 
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Figure 1: Illustration of infeasibility of accommodating a fourth service that needs to be transmitted in two or more of these cells
Let us denote the number of cells in the system by the parameter N, and let the number of cells that transmit this service be binomially distributed with parameters (N, p). 
We use the term service presence probability to refer to the parameter p. In our simulations, we choose a random center cell for a given service, and then randomly generate the number of cells interested in the service according to the binomial distribution with the specified set of parameters. These cells are placed around the chosen center cell in a shape as close to a circle as possible. Once we generate the set of cells that transmit a given service, we then find out the number of resources needed to support all these services simultaneously. Two services can use the same resource only if they are transmitted on completely disjoint set of cells. Based on an efficient search algorithm that searches for the best possible way of allocating resources to services, we determine the number of services needed to support the given number of services. 
In our simulations, the number of cells N in the system is chosen to be 169, and they are placed in a circular fashion around an origin cell, which is numbered cell 1. We have simulated two variants for choosing the center cell for a given service. In one variant (variant 1), the center cell is chosen randomly between 1 and N, and the other cells are placed around the chosen center cell. In the other variant (variant 2), an r value is chosen at random in the range [0, Rmax], where Rmax is the maximum radius of the system around the origin, and a theta value is chosen uniformly in the interval [0, 2], and the cell corresponding to this location becomes the center cell. Variant 2 will result in a higher fraction of centers being chosen closer to the origin than variant 1. Variant 2 may be seen as more appropriate for a city-wide deployment, where more services are expected to be transmitted closer to the city center or downtown area. 
3. Simulation Results
In our simulations N = 169, and the total number of services is 80, and we vary the value of the service presence probability parameter. Figure 2 gives the number of unique resources required after appropriately packing the services so that the resource requirement is reduced. We see that the number of resources required is largest for random choice of cells in which services are transmitted. For contiguous choice of cells in the service area, we find that variant 2 requires more resources than variant 1. This is expected because many services are concentrated close to the origin in variant 2. We also note that the resource requirement values are indistinguishable beyond a service presence probability of 0.5.
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Figure 2: Average number of unique resources required as a function of service presence probability
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Figure 3: Percentage over-provisioning as a function of service presence probability

Figure 3 shows the percentage over-provisioning as a function of the service presence probability. The percentage over-provisioning is defined as follows:
(number of unique resources – total number of services*p)*100/(total number of services*p). 
From Figure 3, it is seen that the amount of over-provisioning can be quite excessive, especially at lower values of p. We also see that when the services are sent in a contiguous set of cells, the amount of over-provisioning does reduce, but is still quite excessive.
4. Recommendations
In this document, we presented revised analysis assuming the cells transmitting an SFN MBMS service are contiguous in nature. It should be noted that the service presence probability should probably be inflated for such a contiguous deployment. This is because additional cells may need to be included just to obtain a contiguous deployment, where otherwise the service may not be transmitted. This will mean that the over-provisioning results in this paper are optimistic, and that the percentage over-provisioning can in fact be much higher. 

We propose that RAN2 discuss the issues highlighted in this paper, and discuss the implications of allowing overlapping SFN areas. Further, we propose that RAN2 consider whether we can phase e-MBMS support such that, in the first phase, only non-overlapping SFN areas are allowed. Based on field experience, we can introduce overlapping SFN areas, if a dire need is felt for such a feature. 
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