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1. Introduction
In this contribution we compare the proposed way forward based on persistent (control channel less) scheduling given in  [1][2] for DL and UL, respectively with the proposed way forward based on group scheduling given in [3]

 REF _Ref161787576 \r \h 
[4] for DL and UL respectively.
In the proposed way forward for both DL and UL, group based approach in essence includes two concepts. One is that grouping of users is semi-static and the other one is that grouping of users is dynamic. The former approach does not require new shortened UE ID, since UE identity is tied to the location in the L1/L2 control channel. The later approach however, requires shortened ID since eNode B is free to choose which UEs it wants to schedule with a single grant message. In this contribution we refer to them as semi-static grouping and dynamic grouping, respectively.

2. Comparison of scheduling methods
During the discussion in St. Louis (RAN2 #57), RAN2 agreed to introduce an additional scheduling method optimized for low data rate low delay application, such as VoIP. Two main scheduling approaches have been identified for both DL and UL: 
· Persistent scheduling 
· Group scheduling  
Given that the additional scheduling method has to deal with low data rates applications with stringent QoS requirements, we have identified the following metrics of primary interest when comparing the two methods:

· Overhead reduction and trunking efficiency – capacity impact 

· Robustness/reliability – QoS impact

· UE complexity – cost impact

In Table 1, we summarise the comparison of two methods.

Table 1: Comparison of scheduling algorithms 
	
	Persistent  
	Semi-static grouping
	Dynamic grouping

	Overhead reduction 
	Very Good

Control channel overhead could be virtually eliminated (DL) or significantly reduced (UL).

	Limited

The more UEs in the group, the larger the power overhead since L1/L2 control channel need to be broadcast – limited potential for overhead reduction.  
	Very Limited

In terms of the number o UEs, due to required shortened ID, maximum number of UEs that can be served with scheduling grants is smaller than in case of semi-static grouping.

	Trunking efficiency  
	Impacted 

Addressed through assigning multiple RBs (DL only) and occasional dynamic scheduling grants for first transmission and/or retransmissions.
	Impacted

The more flexible the group assignment in terms of MCS and RB location, the smaller the number of UEs in the group and hence the larger the impact on trunking efficiency

In case of static grouping, under voice activity, large portion of the L1/L2 control channel could be used for unscheduled UEs.
	Minimally Impacted

Could provide trunking efficiency close to dynamic scheduling.

	Robustness/reliability
	Very Good 

Only initial assignment is required to configure UE
	Cell edge problem
Due to TDM L1/L2 control channel structure, typically only 1 out of 14 OFDM symbols is used for scheduling grants – poor performance on cell edge.
Cell edge UE could see impact on QoS.
	Cell edge problem
Due to TDM L1/L2 control channel structure, typically only 1 out of 14 OFDM symbols is used for scheduling grants – poor performance on cell edge.
Cell edge UE could see impact on QoS.

	UE Complexity Impact
	Minimal

As long as UE is provisioned to handle high data rates and persistent allocation applies for relatively low rates, there is very small impact on UE complexity.
	Minimal

Requires UE to handle multiple L1/L2 control channel formats. 
	Minimal

Requires UE to handle multiple L1/L2 control channel formats.
Requires assignment and management of additional short UE ID. 


2.1. Capacity
In terms of system capacity, two factors that have an impact are overhead reduction and trunking efficiency. Clearly, persistent allocation scheme should have an advantage as far as overhead reduction is concerned. 
The impact of trunking on overall system capacity is not clear. As an indication how two scheme compare, the system simulation results of the DL control channel less mode [8] with a group scheduling employing bitmap approach [5] are  illustrated in Figure 1. Detailed simulation assumptions are given in the Appendix. Overhead modeling is appropriate for relative comparison only, since it does not take into account primary and secondary synchronization channels, the primary and dynamic broadcast channels and control channels used for dynamic scheduling. As it can be seen from the figure, the difference between the two methods is not great, but it appears that the control channel less more has a sight advantage.
Single group practically means that there is no other grouping in addition to DRX mode (each UE is assigned a single interlace). The implication is that UE needs to perform multiple blind decodes each TTI to test multiple hypothesis with respect to the RB location of the scheduled transport block (TB). In case of 12 groups, RB location of the transport block is deterministic. 
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Figure 1: Comparisons of the control channel less mode with group scheduling using bitmap on DL. Static DL overhead modeling: 12% for control channel less and 19% for group scheduling – see appendix for details. Overhead modeling is appropriate for relative comparison only.
Persistent and group scheduling are also simulated for both UL and DL in (among others) [5]
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[6]
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[7]
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[8]. The simulation assumptions are different and the results need to be scaled appropriately.  Direct comparison is difficult and fair comparison is only possible if all contribution takes into account simulations assumptions from [9] and exactly match actual proposals.  

2.2. QoS

From the robustness/reliability point of view, we see persistent scheduling method as more robust. Group scheduling is fully scheduled approach and inherently has issues on the cell edge. L1/L2 control channel, even though relatively small in size, suffers from poor coding gain and lack of HARQ. The problem is exacerbated with the adoption of TDM control channel structure, limiting available power for the L1/L2 control channel. This problem is particularly pronounced for smaller system bandwidths.
The reliability of PDCCH signaling is investigated in [10]. System simulations are performed, and CQI statistic is collected for the time instances UEs are scheduled. Figure 2 illustrates the CDF of the CQI for the scheduled UEs in case of delay sensitive (DS) scheduler used for VoIP.  Figure 3-Figure 6 show UE outage as a function of geometry. Outage is defined as percentage of time SNR (as indicated with CQI) is below the threshold (5 MHz system is considered). As it can be seen from the figures, it is clear that the cell edge performance of PDCCH impacts QoS for VoIP, if traffic is fully scheduled.
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Figure 2: CDF of CQI for scheduled UEs.
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Figure 3: 10% of time CQI is below 0 dB, required for 1% BLER with rate 1/3 code for PDCCH ~ 60 tones.
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Figure 4: 90% of time CQI is below 0 dB, required for 1% BLER with rate 1/3 code for PDCCH ~ 60 tones.
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Figure 5: 10% of time CQI is below -3 dB, required for 1% BLER with rate 1/6 code for PDCCH ~ 120 tones.
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Figure 6: 90% of time CQI is below -3 dB, required for 1% BLER with rate 1/6 code for PDCCH ~ 120 tones.
2.3. Complexity  
We do not see UE complexity as an issue for both schemes. In case of persistent assignments, even with blind decoding, complexity would be determined with UE ability to handle high data rates. Blind decoding is envisioned only for relatively small data rates. 

2.4. Impact on Battery Life

Another aspect that can be considered is the impact on battery life. Inherently, scheduled approaches provide a potential for higher battery life savings due to TDM control channel structure. However, after DRX mode and UL transmissions (typically aligned with DL slots UE monitors) are taken into account, potential for larger battery life savings is significantly impacted. As illustrated in Figure 7, even though UE may decode L1/L2 control sooner, UE cannot transition to sleep because it may need to transmit on UL.
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Figure 7: Potential for battery life saving is for the most part limited with combined DRX and DTX patterns and not DRX pattern only.
3. Conclusion
Given the points mentioned above, we consider persistent scheduling as more suitable scheduling method for low data rate applications with stringent delay requirements. 
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Appendix
PDCCH-less group hopping

Static grouping
In the control channel less mode is described in [8]. A UE is assigned to monitor one or more virtual resource blocks (VRBs), and the assigned VRBs stay unchanged over time, as illustrated in Figure 1. The actual tones mapped to a VRB however, may be dynamically changed such that frequency diversity can be achieved. Instead, the traffic multiplexing remains fixed.
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Figure 1: Illustration of Static Grouping (each UE is shown to monitor one VRB).

Group Hopping

To minimize the loss of multiplexing gain due to static grouping, group hopping scheme could be utilized, where the group association of a UE evolves with time. 
The group hopping approach relies on the following:

· The group association for new packet transmissions evolves randomly with time, denoted as m(t), t=0, 1, 2, …

· The group association for packet re-transmissions remains fixed relative to its first transmission

To illustrate this idea, let us focus on the case where each UE is required to monitor only one VRB. The extension to multiple VRB cases is straightforward. This is shown in Figure 3 where a packet may have up to 3 H-ARQ transmissions. In this case, as time t evolves, the UE tries to decode new packet transmissions assuming a random group hopping sequence m(t). In addition, at any time t, the UE tries to decode the 2nd transmission of a packet using VRB m(t-1), and the 3rd transmission of a packet using VRB m(t-2). Note that at any time instant, the max number of hypotheses in detection is 3, using three different VRBs.
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Figure 2: Grouping hopping: fixed VRB for H-ARQ retransmissions (up to 3 H-ARQ transmissions shown), but random VRB for new transmissions

Simulations assumptions

The channel delay and power profiles are given in Table A1.

	Channel Model
	Path 1 (dB)
	Path 2 (dB)
	Path 3 (dB)
	Path 4 (dB)
	Path 5 (dB)
	Path 6 (dB)

	TU
	-3 
	0
	-2
	-6
	-8
	-10

	Delay (ns)
	0
	200
	500
	1600
	2300
	5000


Table A1: Delay and Power Profile

The considered deployment scenario is listed in Table A2.

	Scenario
	Carrier Frequency

(GHz)
	Site-to-site Distance

(m)
	Penetration Loss

(dB)
	Speed (km/h)
	Propagation Model

R in Km

	D1
	2 
	500
	20
	3
	L = 128.1 + 37.6 Log10R


Table A2: Deployment Scenario

The overall system configuration has been set as shown in Table A3. 

	Parameter
	Configuration

	Layout
	19 Node-B, 3-cell wrap-around layout

	Traffic model
	AMR 12.2 kbps (50% activity 2 state markov model with 2 s average talk spurt duration) ROHC and other overhead added; 

1 VoIP frame over the air: 320 bits; SIDs are not modelled. 

	System bandwidth
	5 MHz

	Channel update
	per sub-frame

	TTI
	1 ms

	Duration
	20 s + 4 s warm-up

	HARQ
	Max. # of Txs = 3

# of HARQ processes = 6 

Ack/Nack errors = 0%
Power balanced interlace assignment 

Re-transmissions are  synchronous with same TF allocation

	CQI period
	20 ms

	DRX
	1 interlace active

	Power control
	CQI based power control; power capping 6 dB

	Scheduling algorithm
	Delay sensitive


Table A3: System configuration
PDCCH-less mode

· 1 group (non-grouping) or 12 groups

· Fully distributed VRB
· Operation:
· One TTI: 14 OFDM symbols, each of 300 tones

· Actual overhead (1 – (14-7/6)/14*24/25) = 12%

· 7/6: # of overhead OFDM symbols (or 350 tones)

· 24/25: only 24 out of 25 RBs are used for VoIP

· RB Size:

· (14-7/6)*12 = 154 tones

· MCS selection:

· RB, QPSK, coding rate 40/77 (no zero-padding)
Group scheduling with bitmap
· Need an additional OFDM symbols for bitmap control channels
· Error-free transmission 
· RB Size:

· 154 – 300/25 = 142 tones

· MCS selection:

· RB, QPSK, coding rate 5/9 (no zero-padding)

· Each UE needs to monitor both bitmap control channels to determine its RB location
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