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1 Introduction

RAN2 discussed the two main schemes for UL scheduling on the reflector [1] respect to some use cases. 

The main concern in the current Network Centric solution is that RBs with MBR>GBR can raising their bit rate over GBR increasing resources consumption, which could cause the starvation of the remaining flows in the UE. One mechanism to solve the starvation in these use cases (use cases 2 and 3 in [1]) is the packet dropping at the eNB.

On the other hand the UE Centric solution solves all use cases by means of assuring the GBR and PriBR to all RBs before reassign resources to GBR bearers. However the UE-based solution implies the standardization of some parameters as PriBR in the QoS label and its behaviour during the test phase can not be unique.

In this contribution we propose an optimization of the Network Centric solution to assign resources similarly to the UE Centric solution, without involving the UE in the assignment decision.

2 Alternative Network Centric solution 
The proposed solution is based on the “grant splitting” concept presented in [2] during the Tallinn meeting and the main differences respect to the current NW centric solution are:

· the grant splitting involves GBR RBs as well (except SRB)

· there is no packet dropping at the eNB for UL

In the current NW Centric solution the UE will strictly follow rules on emptying data from the highest priority traffic flow first before sending any data from a lower priority traffic flow. In the proposed optimization the UE still serve RBs in strict priority order. The difference is that a GBR cannot grab as much grant portion as data contained in its buffer, but only until a grant percentage decided by eNB, which can corresponds to the GBR (or MBR for good radio condition) for GBR bearers. According to buffer status reports, also non-GBR can receive a percentage of the grant. This assures, as in the UE centric solution that non-GBR bearer can receive a portion of the grant, if needed.
Summarizing the proposal, a QoS indicators’ table is sent at connection setup from the eNB to the UE. It indicates different options on how to split the grant among the different priorities of the radio bearers. The scheduler sends a QoS indicator to the UE, which is used to access different rows in the QoS indicator table. The QoS indicator could be provided with the uplink link scheduling grant or separately via a MAC layer message. The scheduler will adjust the rate grant splitting on a slow basis according to buffer status reports from the UE in order to assure GBR for GBR bearer in a due time interval and to avoid starvation for non-GBR bearers. If the buffer level in the UE is lower than the assigned grant ratio, the remaining grant will be assigned according to priorities. 
Since the network is not required to carry traffic exceeding the GBR, but it may transfer traffic up to the MBR depending on the network conditions, the scheduler can assign the grant portion for GBR bearers according to the following scheme left to the implementation:
· good network condition (e.g. load) ( grant portion for GBR BR can be assigned according to MBR;

· bad network condition ( grant portion for GBR BR can be assigned according to GBR.
This mechanism avoids the standardization of parameters as PriBR and it keeps the rate control in the eNB. However it also permits to set an appropriate minimum level of grant for non-GBR RBs based on buffer reporting.
Respect to the use cases proposed in [1] during the email discussion:

Use case 1: starvation between multiple non-real time services

· Grant splitting signaling mechanism solves the problem.
Use case 2 and 3: starvation caused by a real time service with MBR > GBR

· Grant splitting signalling mechanism solves the problem avoiding packet dropping and the relevant radio resource consumption, since the GBR bearer will receive only a grant ratio corresponding to the GBR.
3 Conclusions 
The proposed Centric Network solution based on the “grant splitting” concept guarantees that the GBR is ensured on a certain average time and the starvation of non-GBR RBs is avoid in all use cases. Then we kindly ask to RAN2 to discuss and agree the following text proposal.
4 Text Proposal for stage 2 TS 36.300 
11
Scheduling

In order to utilise the SCH resources efficiently, a scheduling function is used in MAC. In this subclause, an overview of the scheduler is given in terms of scheduler operation, signalling of scheduler decisions, and measurements to support scheduler operation.

11.1
Scheduler Operation

MAC in eNB includes dynamic resource schedulers that allocate physical layer resources for the DL-SCH and UL-SCH transport channels. Different schedulers operate for the DL-SCH and UL-SCH.

Taking account the traffic volume and the QoS requirements of each UE and associated radio bearers, schedulers assign resources between UEs. 
Schedulers may assign resources taking account the radio conditions at the UE identified through measurements made at the eNB and/or reported by the UE.

Radio resource allocations can be valid for one or multiple TTIs.

Resource assignment consists of physical resource blocks (PRB) and MCS. Allocations for time periods longer than one TTI might also require additional information (allocation time, allocation repetition factor…).

A priority is associated to each radio bearer.
UL scheduling:

UE  serves its radio bearer(s) in priority order. A QoS indicator indicating the grant splitting per each priority is provided to the UE with the UL scheduling grant or separately via a MAC layer message (FFS) according to a QoS indicators’ table sent to the UE during the setup.
NOTE: this has to be refined for e.g. starvation avoidance, “free ride”, better control of non-GBR RBs, etc…

The four possible types of allocation are:

-
Short lived dynamic allocation: both PRB(s) and allowed MCS are allocated to a given UE for a defined number of TTIs;

NOTE:
a UE may “operate” only during certain time periods of the radio frame (indicated from RRC).

-
Short lived fixed allocation: PRB(s) are allocated to a given UE for a defined number of TTIs, and the allowed MCS is allocated for an undefined duration;

NOTE:
a UE may “operate” only during certain time periods of the radio frame (indicated from RRC).

-
Long lived dynamic allocation: PRB(s) are allocated to a given UE for an undefined duration, and the MCS is dynamically controlled by the network;

-
Long lived fixed allocation: both PRB(s) and allowed MCS are allocated to a given UE for an undefined duration.

This is summarized on the figure below:
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Figure 11.1: Allocation Types

For one UE, the allocation type can be different in UL and DL. Also there may be multiple simultaneous allocation types for the same UE. 

Allocations are done one a per UE basis (i.e. not on a per radio bearer basis), but radio bearer restriction can apply for certain allocation type e.g. for long live allocation.
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