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Discussion and decision
1 Introduction

This contribution attempts to reflect the current situation on the issue of “UL prioritisaton” (point 1 of email discussions). 
Several shortcomings of the E-DCH UL scheduling were identified during RAN2#54:

1). Failure to provide fair scheduling among users

2). Failure to avoid starvation for low priority traffic

3). Failure to avoid “free ride” of lower priority traffic

4). Lack of operator control in UL scheduling

In this discussion, the focus is on aspect 2: starvation avoidance of lower priority traffic since that seems the most difficult aspect to address. Given that we have per UE scheduling, it will need to be addressed by some form of UL RB prioritisation by the UE.

2 Selection criteria
In an email to the RAN2 reflector on Monday September 4, the following criteria were listed which should be used for the selection of an UL scheduling/prioritization scheme: 
	
	Criteria
	Comment

	1.
	Prevent starvation of a lower priority RB
	The solution does not need to consider starvation of different flows; within a RB, since this handling is considered an implementation issue;

	2.
	Work on a small timescale of e.g. 25ms
	As discussed, with a RTT time of 50ms, TCP might work with a retransmission of 100ms, requiring the additional delay to be introduced by the starvation avoidance mechanism to be below 50ms;

	3.
	Limited signalling overhead
	We agree that the problem is small, so also the introduced overhead to address the problem should be small;

	4.
	Easy implementation
	Any specified mechanism should allow easy implementation of the TFC selection on a TTI by TTI basis, where the TFC selection works in priority order;

	5.
	Testeability
	Preference is given to mechanism where the scheduling behaviour of the UE is uniquely specified, thus allowing easy conformance testing;

	6.
	Scalability
	Depending on whom you ask, the realistic maximum of SAE radio bearers that need to be supported varies between 5 and 15. Starvation avoidance will have to operate for a subset of these bearers (low priority with elastic BW demand). The number of these bearers is unknown (e.g. 2 - 5?). 

It should be assessed how well any starvation avoidance mechanism supports this range of SAE radio bearers;


3 Proposed solutions

During RAN2#54, the following 3 potential solutions were identified:
1. Priority order alteration patterns
Combining the information from [1] and [2], a solution is obtained which can be summarised by:

a) the UE serves its radio bearer(s) in strict priority order;

b) priorities can be varying over time according to a priority order alteration pattern configured via RRC signalling;
c) the pattern may be updated via RRC signaling when needed.

2. Grant splitting 

Ref. [3] proposes a scheme which can be summarised by:
a) the UE serves its radio bearer(s) in absolute priority order up to grant portion assigned to each priority;
· if some resources remain, they are re-distribuited according to the RB priorities;
· in case of more than one RB with same priority they will receive same portion of the grant assigned to the relevant priority.

b) grant splitting can vary depending on which QoS indicator is received latest; each QoS indicator corresponds to a certain entry in the “fraction table”, which will correspond to different fraction distributions for different RB priorities;
c) the applied QoS handling may be updated by signalling a new QoS indicator via MAC or RRC.
3. Different priorities < GBR, between GBR and MBR and > MBR
Ref[4] did not really contain an implementation proposal, but more an intended UE behaviour: 
a) the UE serves its radio bearer(s) in strict priority order, however taking configured GRB and MBR (both can be configured per RB) into account;

b) first all GBR’s are handled in priority order;

c) next all MBR’s are handled in priority order;
d) all though not indicated in ref[4], for the comparison table below it is assumed that at least one potential implementation of this proposal would be based on two token buckets per RB: one for the GBR and one for the MBR. 
Two additional proposals were submitted to the RAN2 reflector before September 22:
4. Split of absolute priority RB’s & BW sharing RB’s
This solution was described in an email from Qualcomm on 20-09-2006. The scheme can be seen as an extension to scheme 2:

a) for absolute priority RB’s, only a priority is configured, and these RB’s are scheduled in priority order;
b) for all other RB, a “minimum allocation” and “BW share” are configured;

c) if a received grant is higher than the sum of the “minimum allocation” for all RB’s, the scheme works with bandwidth shares similar to scheme 2;

d) if a received grant is below the sum of the “minimum allocation” for all RB’s, the scheme starts to operate in a round robin fashion, allocating in turn the “minimum allocation” for each RB;
e) in addition it is proposed to make the relative bandwidth share dependant on the buffer status;
5. Split of GBR and non-GBR RB’s
This solution was described in an email from IPWireless on 21-09-2006. The scheme is more or less a combination of items a), c) and e) of solution 4):
a) for GBR RB’s, only a priority is configured, and these RB’s are scheduled in priority order;
b) for non-GBR RB’s, some distribution of the grant over the non-GBR RB’s is performed based on weighting factors, priorities and possibly also buffer status. 
In the same email, also a proposal with per RB-group scheduling was included: by grouping GBR RB’s and non-GBR RB’s in different groups, it will be possible to allocate resources to non-GBR RB’s even though all GBR RB’s do not receive their GBR yet. Since this proposal is not inline with the decision to have per UE scheduling, this proposal is not handled separately in the comparison table.
4 Comparison
The following table attempts to make an objective comparison of the different proposals based on the criteria listed in section 2. Note that all evaluations are relative
. 

	
	Criteria
	1. Priority order alteration patterns
	2. Grant Splitting
	3. Different priorities < GBR, between GBR and MBR and > MBR
	4. Split of absolute priority RB’s & BW sharing RB’s
	5. Split of GBR and non-GBR RB’s

	1.
	Prevent starvation of a lower priority RB
	+
	+
	+++
	++
	++

	2.
	Work on a small timescale of e.g. 25ms
	+
	+
	+
	+
	+

	3.
	Limited signalling overhead
	+
	+
	++
	+
	+

	4.
	Easy implementation
	++++
	+++
	?
	++
	++

	5.
	Testeability
	++
	++
	+
	+
	+

	6.
	Scalability
	+
	+
	++
	+
	+

	
	Additional characteristics
	+ small grant variations can be handled by timing of scheduling commands 

- signaling may be required in case of larger grant changes
	- signaling may be required in case of larger grant changes
	+ should ensure “optimal allocation” in all cases (?)


	+ due to the possibility to change bandwidth share based on buffer status, more tolerant to grant changes and changes in radio conditions
	+ due to the possibility to change priorities based on buffer status, more tolerant to grant changes and changes in radio conditions



	
	
	- relative distribution amongst RBs somewhat dependant on instantaneous radio conditions
	
	
	
	

	
	
	- less RLC overhead due to RB prioritization in a TTI
	- more RLC overhead due to fragmentation of resources within TTI
	- more RLC overhead due to fragmentation of resources within TTI
	- more RLC overhead due to fragmentation of resources within TTI
	- more RLC overhead due to fragmentation of resources within TTI


Note: The requirements for multiplexing different RBs in the same TTI may introduce radio inefficiencies. The method applied to minimize the radio inefficiency may limit performance of the proposed solutions for starvation avoidance. Some solution may suffer more than the others. Hence, the mechanisms for minimizing radio inefficiency should also be considered in deciding the final solution for the starvation avoidance.

5 Conclusion & recommendation
RAN2 is kindly requested to take the above information into account when making a decision on this issue.
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� 	Kind of “frequency multiplex” (different flexible rate RB’s using different frequency resources at the same time), compared to scheme 1) being primarily a “time multiplex” (different flexible rate RB’s primarily using different time instances).


� The more +’s, the better. 
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