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1.
Introduction

During TSG RAN#32, there was further progress made on the requirements/constraints for the HSPA Evolution study. Within the study item, it has been discussed among operators whether architectural changes can be made to improve the HSPA architecture. The aim of this contribution is to highlight those concepts that may improve system performance or allow a more cost effective network (many of which have already been discussed during the LTE study item), and to try to understand how similar changes may improve the HSPA system.
2.
Collapsing RNC into Node B
2.1
Performance gains

It has already been proposed in [2] that collapsing the SRNC and CRNC functionality into the Node B may improve system performance. The likely improvements are in terms of call setup delay and more efficient access network handling of packet data, particularly considering RLC acknowledged mode transmission. The likely gains of doing this have probably been analysed already in the LTE study. 

Hopefully RAN2/3 can already provide an indication for the level of improvements such a collapsed architecture would give, since this was studied during the LTE study item. However, this analysis should be reviewed for the HSPA evolution study, and an indication of the gains provided.
2.2
Inter-Node B soft handover

When collapsing the full RNC functionality into the Node B, the question then arises as to what happens with soft handover between Node Bs. In Release 7 we have seen that HSDPA in the downlink can be handled without soft handover, however for HSUPA, the need for soft handover has been agreed from Release 6 onwards both intra-Node B and inter-Node B.

2.2.1
Requirement for uplink inter-Node B soft handover and impacts
The following aspects need to be considered when understanding the need for uplink inter-Node B soft handover:

1)
Interference control
In allowing 4 cells in the E-DCH active set, the non-serving cell can use downlink signalling to control the uplink interference from non-serving cell UEs. This is necessary in order to ensure a reasonably stable service to HSUPA serving cell users. The mechanism agreed for Release 6 to enable this is not a perfect mechanism, as it does not allow the Node B to control each UE individually; however this was deemed sufficient taking into account system complexity and signalling load. 
Due to this UE non-specific mechanism, it does not seem necessary to do any UE-specific signalling of the non-serving Node B. Hence the need for Iur-control plane signalling may not be necessary between Serving and Controlling RNC for this. 
Therefore it would seem that the use of non-serving Node B interference control would not be impacted in collapsing the RNC functionality into the Node B, as no Iur signalling is needed to enable this today.
2) Macro-diversity combining (MDC) gain (in MAC-es layer)

The MAC-es functionality in the SRNC allows the UTRAN to get a benefit from MDC (selective) combining when the UE is in soft handover. The gain of selective combining allows to increase cell edge throughputs and an increase in cell capacity (areas that operators have requested to be improved for the HSPA evolution study item), as the resource would be viewed as interference otherwise anyway.  
In order to evaluate how much system degradation there would be by not allowing the benefit of MDC of the uplink traffic between Node Bs, Vodafone believes that RAN groups (RAN1, 2, or 4) need to perform some aligned system simulations to model system capacity and cell edge throughputs both with and without inter-Node B soft handover. RAN1 and RAN2 probably need to help define some simulation assumptions for this.
3)
Transport resources
In terms of transport resources, MDC seems to require increased transport resources on Iub (at least the links probably need to be somewhat over-dimensioned to allow for the dynamicity of the traffic quantity returned to the RNC from each Node B in the active set. Of course this should also be somehow taken into account when we take an overall decision on whether MDC is needed. 
[Note: Given that uni-directional transport may be used between Node B and RNC today, then it should probably not be assumed that the downlink resource requirement will be the driving factor in narrowband link dimensioning.] 
RAN3 may want to discuss this further and try to indicate the impacts of this. 
2.2.2
Architectural impacts on inter-Node B MDC with UTRAN functional split as today 
Non-serving Node B configuration aspects
Unlike for the interference control mechanism, MDC between Node Bs would mean that the non-serving Node B needs to be configured with the UE-specific info. Hence there is some control plane signalling needed here between Node Bs. However this may not cause a significant issue in terms of system performance.
RLC round-trip time

One of the reasons for collapsing the RNC functionality into the Node B seems to be in order to reduce the RLC Acknowledged Mode round-trip time (at least for the uplink RLC entities). However, if RLC is placed into the serving Node B, then this could actually increase RLC delay because the MAC-es data frames from the non-serving Node B needs to traverse two “last mile” links before reaching its final location where they can be combined with the traffic in the serving Node B (including SRNC). Obviously this would mean an increase in traffic on the “last mile” links as well, which does not seem desirable if we are trying to improve end-to-end delay and make the system more efficient. 
Impact on RRC delay 
If the Signalling Radio Bearers (SRBs) were also to benefit from MDC, then for UEs in this scenario the call setup delay would also be increased. It may be possible to get around this by temporarily not putting the UE in soft handover and slightly increasing the power offsets for the SRB to improve reliability.
Outer-loop power control 
Also it should be noted that the OLPC signalling delay would be slightly increased which in a worst case may cause more RLC retransmissions eventually. However this probably is not enough of a reason to rule out putting the SRNC into the Node B.

Vodafone feels that “in particular” some idea of the increase in RLC round-trip delay needs to be understood by RAN3 and provided to RAN WG2 so that they can understand how it affects user throughputs. Of course if there are ways to improve RLC to get around this problem then these should be highlighted by RAN WG2.
2.3
Security impacts

It has already been discussed in the previous RAN plenary as to the system impacts of having RAN security procedures in the Node B. Already for E-UTRA, SA3 have advised against this. 
Therefore SA3 should be requested to also give guidance on whether they are willing to change their minds on the aspect of the location of security functionality for HSPA evolution.

2.4
PDCP impacts

In the SAE/LTE study, it has been agreed to place PDCP in the UPE. The reason for this was that this would avoid having to do RoHC context relocation on every inter-Node B handover to enable IP packets to continue being transmitted fully compressed. The options here for the RoHC compressed state are to “transfer state info” to the target Node B, or to “restart” RoHC on every inter-Node B handover. This would involve non-compressed packets being sent, which could reduce capacity particularly where voice over IP is heavily used in evolved HSPA networks.

RAN WG2 should consider this further, and give guidance on how RoHC context relocation should be handled for inter-Node B mobility, considering that this may be required more frequently than today.
2.5
Legacy architecture aspects

In [1] one of the requirements is that connectivity should be provided to the CS domain for legacy UEs, e.g. those UEs which may not support RoHC or HSPA and thus where voice over IP may not be guaranteed to be provided efficiently.
In [2] it was not very clear how the CS connected UEs would be handled with a collapsed architecture. There is more discussion on the issues to consider here in [4]. There seem to be 3 possibilities:
a) Collapsing legacy SRNC and CRNC into eHSPA Node B

b) Collapsing only legacy CRNC into eHSPA Node B

c) Leaving legacy architecture as it is, and not collapsing any of the RNC functionality into the eHSPA Node-B.

Vodafone would like RAN3 to study further the issues relating to this and also to indicate what other issues need to be considered for the 3 possible scenarios indicated here. Also if companies feel there are other scenarios, of course these should also be discussed.
3.
Connectivity to the Evolved Core Network
Another concept that has been discussed as part of the HSPA Evolution study is the possibility to migrate towards the Evolved core network already with HSPA.
The performance benefits of this should be that the UE can take advantage of the improvements in NAS and resource establishment signalling (meaning less resource contexts established in the NW), and more efficient traffic and signalling routing that would be introduced within the SAE work. SA WG2 should probably take the lead in providing an indication of how significant the gain here is compared to other options. 

From a migration perspective, where operators feel that HSPA will be in existence in parallel with E-UTRA, then there are clear benefits in trying to migrate to a common core network, in order to reduce maintenance costs as much as possible. Only operators can really quantify the gains of this from an OPEX perspective; however this should probably be discussed further within SA WG2.
Other advantages are could be that if it is not desirable to move functions like PDCP and security down the serving Node B, then a collapsed RAN architecture connectivity to UPE/MME would enable UPE to be in charge of these functions. This is further discussed in the concept described in [3].

The disadvantage of migrating to the Evolved core network is that the NAS layers in the UE would be impacted; meaning that only those UEs supporting these modifications would be able to take advantage of the improvements.
RAN2 and RAN3 should study the impacts on migrating to a connecting to the Evolved (SAE) core network further, and involve SA2/CT1 where necessary in these discussions. 

From the UE point of view, it means understanding whether this means a whole new protocol stack being implemented in the UE, or whether re-use of part of the existing Release 7 stack means less implementation impact. Of course if the protocol stack needs to be fully re-designed in implementations, then this may need to be reconsidered, given that it is desirable to minimise UE complexity.
4.
Proposed way forward

Vodafone has tried to provide a comprehensive view of the high level issues that need to be analysed further when considering the evolution of the HSPA architecture and connectivity to evolved CN. 
We would like the issues that require further analysis (highlighted in bold) to be captured in the “Elements of study” section within the HSPA Evolution TR, and for companies to progress on these in the coming meetings.
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