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1 Introduction
In previous RAN2 LTE Ad Hoc meeting in Cannes, a number of proposals were discussed regarding the issues related to scheduling in the UL. One main concern raised was that the scheduling mechanism provided in current E-DCH system is not sufficient to provide efficient scheduling in LTE UL. The problems identified in the current E-DCH scheduling were:
1). Failure to provide fair scheduling among users

2). Failure to avoid starvation for low priority traffic

3). Failure to avoid “free ride” of lower priority traffic
4). Lack of operator control in UL scheduling

In this paper, we highlight the problems seen in the current E-DCH scheduling mechanism and discuss different options for improving the UL scheduling mechanism for LTE.
2 Discussion
Figure 1 shows an illustration of E-DCH scheduling mechanism. UEs report to the E-DCH Node B the amount of resources they require by sending scheduling information. The scheduling information consists of highest priority logical channel ID, total buffer status and buffer status of highest priority logical channel. Note that each logical channel at the UE has absolute priority value assigned by the network.
Based on the information provided by the UEs, the scheduler at the Node-B assigns scheduling grant to each UE. 
After receiving a scheduling grant from the Node-B, the UE selects the TFC to be transmitted based on the highest priority logical channel with data to be transmitted. The UE selects data from logical channels according to their absolute priority order. 
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Figure 1: An illustration of E-DCH scheduling mechanism
The above scheduling mechanism results in the following failures.

1). Failure to provide fair scheduling among users


The scheduler at Node-B makes the scheduling decision based on the limited information about each UE available at the Node-B. This limited information consists of highest priority logical channel, total buffer status and buffer status of the highest priority channel. Thus, the UEs are compared against their highest priority channel information and the total buffer status. The priority levels of the other channels with data to be transmitted are not known to the scheduler. This may result in unfair scheduling among users. i.e. a low priority data of UE1 being scheduled prior to a higher priority data of UE2.
2). Failure to avoid starvation for low priority traffic


The UE allocates the scheduled resources to each RB according to their priority order. This means the low priority channels are given resources only after allocating the resources to transmit the data in all the higher priority channels. This can cause starvation for low priority traffic. 

3). Failure to avoid “free ride”


On one hand, the “free ride” can be considered as resulting from the general un-fairness problem, where RBs with the same priority level belonging to two users obtain different allocation (i.e. treatment).


On the other hand, the “free ride” can be considered as resulting from per UE based resource allocation. In the current system, the UE selects the size of the TFC based on the requirement for the highest priority channel.  The data from lower priority channels are multiplexed in the same block are treated with the same QoS treatment hence receiving a higher priority treatment even for low priority data.

4). Lack of operator control in UL scheduling at the UE


Multiplexing of the contending RBs onto the granted resource at the UE is defined by the standard. The UE serves the RBs in the priority order. Even though scheduling algorithm is left as an implementation issue, scheduling of RBs within a UE is conducted according to the absolute priority order and the operator has limited control. This is consequence of the simplified UL scheduling information report.
Problem 1 results mainly from the fact that only limited scheduling information is available at the network. This can be eliminated by allowing a more complete “per RB” buffer status reporting. However, “per RB” buffer reporting increases the UL signalling load. Alternative solutions are 


1). “per RB” buffer status reporting. Only one RB is reported at a time with the RB to be reported is selected based on “round robin” algorithm. The scheduler keeps a record of all the RBs per UE.  However, this could significantly increase the latency of reporting.  Other methods such as providing rules for the UE as to which RB to select for status reporting could be considered which could take into account changes in buffer volume and RB priorities.  This may provide benefits over the simple round-robin approach.
2). “per group of RBs” based buffer status reporting: RB grouping is controlled by the network. A group may consist of one or many RBs as configured by the network.
Both options provide reduced signalling overhead meanwhile enabling more RB information available at the scheduler.
Problems 2 to 4 mainly result from the “per UE” resource allocation and de-coupling of the RB scheduling at the UE from the network. i.e. the granted resource is allocated to RBs in isolation at the UE. A number of different methods can be envisaged to mitigate the effect arising from “per UE” based resource grant allocation. Alternative solutions are

1). “per RB” based resource grant allocation. The scheduler allocates the grant for a specific RB at a time. Even though, this can eliminate all the problems seen, this would limit the radio efficiency as the RB multiplexing is not possible and increases the DL signalling overhead. Also, this method assumes, “per RB” based buffer status reports.


2). “per group of RB” based resource grant allocation. The network defines the RB groups at the RB establishment stage. The grouping may be independent of the groups assigned for buffer status reporting. Each group may consist of one or more RBs. The allocation of resources among RBs within a group is also defined by the network and configured at the RB establishment. 
For example, let’s assume two groups are defined: Group 1 consists of GBR RBs and Group 2 consists of non-GBR RBs. The resource allocation scheme for Group 1 is defined based on “Maximum bit rate requirement” while that for Group 2 is defined based on “relative priority based” allocation.  The UE is configured at the RB establishment stage to follow the defined resource allocation method for each group. Figure 2 illustrates the UE behaviour.
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Figure 2: The UE behavior in per “group of RBs” based resource grant.

3). “per UE” based resource grant allocation. Different scheduling methods for “per UE” allocation are being discussed in RAN2 reflector. The scheduling methods considered are 

· Operator controlled RB Prioritization from eNodeB

· Predefined priority schedule

· Enforce minimum bit rates at the UE

· Enforce maximum bit rates at the UE

· Consider that there is no problem and leave it to UE implementation

As being discussed in RAN2 reflector, all these solutions have separate pros and cons associated with them. However, one common aspect of these solutions is that the data from different RBs can be multiplexed and sent over the allocated scheduling resources. 

Quoting from the RAN1 TR [1], “The same coding and modulation is applied to all resource units assigned to which the same L2 PDU is mapped on the shared data channel scheduled for a user within a TTI”. See Figure 3. This means that the data from different RBs multiplexed for transmission receives the same QoS treatment over the air regardless of their priority levels. In other words, the lower priority traffic may receive higher priority treatment, i.e.“free ride”.
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Figure 3: Resource unit-common adaptive modulation and resource unit-common channel coding rate (for both localized and distributed transmission) [1].
3 Conclusion

This paper has presented some discussion on the topic of UL scheduling for LTE.  It is felt that LTE should provide increased flexibility relative to the Rel-6/7 E-DCH situation such that operator control over QoS is improved.

For buffer status reporting, two options are identified:


1). “per RB” buffer status reporting. Only one RB is reported at a time with the RB to be reported is selected based on “round robin” algorithm. The scheduler keeps a record of all the RBs per UE.  Other methods such as providing rules for the UE as to which RB to select for status reporting could be considered which could take into account changes in buffer volume and RB priorities.  
2). “per group of RBs” based buffer status reporting: RB grouping is controlled by the network. A group may consist of one or many RBs as configured by the network.

For scheduling grant assignment, three options are identified:

1). “per RB” based resource grant allocation. The scheduler allocates the grant for a specific RB at a time.

2). “per group of RB” based resource grant allocation. The network defines the RB groups at the RB establishment stage. The grouping may be independent of the groups assigned for buffer status reporting. Rules for multiplexing contending RBs in the group onto the allocated resources are also defined by the network and configured at the RB establishment.

3). “per UE” based resource grant allocation.  

Based on the identified options for buffer reporting and scheduling grant assignment, the following UL buffer reporting/scheduling combination approaches have been considered for enabling the network to more accurately target allocated resources towards specific RBs.
i) the use of per-RB status reporting together with RB-specific resource-grants

ii) the use of per- group of RB (i.e. group is configured to be contained one or many RBs) status reporting together with UE-specific resource grants and RB multiplexing. In this case, the groups are defined by the network and 
iii) the use of per-group of RB (i.e. group is configured to be contained one or many RBs) status reporting together with group of RB specific grants and RB multiplexing within the group. In this case, resource grants are RB-group specific and only those RBs in the defined group may be multiplexed onto the granted resources.  The groups are defined by the network and rules for multiplexing contending RBs in the group onto the allocated resources are also defined by the network and configured at the RB establishment.
The above approaches provide methods for avoiding “starvation for low priority traffic” and “free ride” problems seen in the current E-DCH scheduling mechanism and allow operator control hence more efficient radio resource management. RAN2 is requested to take into account the discussion in this document in designing UL scheduling/reporting mechanism for LTE.
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