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1. Introduction
During the previous RAN WG2 meeting in Beijing (RAN2 #46bis) the following conclusions were agreed on the total buffer occupancy and the highest priority buffer:
Total buffer occupancy:

· Exclude non-scheduled flows when measuring the Total Buffer Occupancy. 

· The Total Buffer Occupancy will be rounded down when a buffer level needs to be chosen.

· The buffer levels are exponentially distributed.

· The Total Buffer Occupancy field occupies 5 bits of the Scheduling Information.

Highest Priority buffer occupancy:
· Exclude non-scheduled flows when measuring the Highest Priority Buffer Occupancy.

· The Highest Priority Buffer Occupancy is measured as a fraction of the total reported buffer.

· The Highest Priority Buffer Occupancy is rounded up when a buffer level needs to be chosen.

· The ratio levels are exponentially distributed.
· The Highest Priority Buffer Occupancy field occupies 4 bits of the Scheduling Information.

However, the exact mapping of the buffer occupancy values was not discussed. In this contribution we propose to specify the values for both fields. In section of this contribution we will discuss the Total Buffer Occupancy and in section we will discuss the Highest Priority Buffer Occupancy.

2. Total Buffer Occupancy
Since it was already decided that the buffer levels are going to be exponentially distributed, we only need to decide on the number of levels that should be used, the minimum and the maximum value.

2.1. Number of Levels

It was agreed that 5 bits would be allocated for the buffer occupancy, resulting in 25 = 32 levels to report. We propose to reserve the index “00000” for a special value.
We propose to use 31 levels for the Total Buffer Occupancy. 
2.2. Minimum Buffer Level

We propose to set the minimum buffer level to fit a VoIP SID packet because it is the smallest packet that is likely to be frequently transmitted. In the RLC transmission buffer, a VoIP SID packet will likely consist of the following:

· AMR SID w/ header [2]: 


7 bytes

56 bits

· Compressed UDP/IP header: 

3 bytes

24 bits

· Total:







10 bytes 

80 bits

We propose to use 80 bits as the first buffer level.
2.3. Maximum Buffer Level

In choosing the maximum buffer level, we must consider the following:

There is an inherent delay between the transmission of the scheduling information and the reception of a scheduling grant and during this time the UE may be consuming data from the transmission buffers at a potentially high rate. As a consequence it is necessary to be able to report a buffer size large enough that all the data will not have been transmitted by the time UL resources are granted.

In order to estimate this buffer size, we need to estimate how long a typical “request – grant” cycle may last. 

If we assume a 10ms TTI case with the Scheduling Information needing on average 2 transmissions to get through, the request would need 10 + 4*10ms = 50ms to reach the node-B. If we then assume some encoding delay for the grant, 10ms for the transmission time and some more delay for the decoding, it is reasonable to assume 80ms for a RTT.

 In addition, we cannot expect the node-B to be sending out grants to the same UE every 80ms, given the load on the AGCH, it seems more reasonable to expect a grant after about 5 RTTs. 

Indeed, 5 RTTs would correspond to 5*80ms = 400ms which is equivalent to a serving duty cycle of 10ms/400ms=2.5%. It seems reasonable that a single AGCH would support 40 users. Similarly, the same 400ms delay in a 2ms TTI case would correspond to a serving duty cycle of 2ms/400ms*8= 4%, which results in a single AGCH supporting 25 users. Since the same delay for 2 different TTIs already results into a significant variation of AGCH load, let’s consider a range of different AGCH loads and average data rates to see what would be the impact on the required buffer size. 

Table 1: Buffer Size needed for a range of AGCH loads
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In Table 1, the required buffer size is shown for a variety of different AGCH loads for different data rates and TTIs. We can see the different conditions result into required buffer sizes ranging from 6.25kBytes to 50kBytes. Since we expect optimized networks to be heavily loaded and supporting 25 users on a single AGCH does not appear extreme, we propose to err on the side of caution and recommend that 50kBytes be chosen as the maximum reported buffer size.

We need to stress the fact that the 50kBytes number represents a worse case scenario which is not unlikely. Indeed, although the average data rate may be lower than 1Mbps, it is possible to get a high burst rate that will drain the UE’s buffer very fast, or the RTT may be larger than 80ms because 2 retransmissions are needed for the SI, or the duty cycle on the AGCH is lower than assumed here.

We propose that the maximum buffer size that can be reported is 50kBytes. 

2.4. Buffer Levels

The resulting exponential distribution follows:

Table 2: Buffer Levels for Total Buffer Occupancy
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3. Highest Priority Buffer Occupancy
Since it was already decided that the buffer levels are going to be exponentially distributed, we only need to decide on the number of levels that should be used, the minimum and the maximum value.

3.1. Number of Levels

It was agreed that 4 bits would be allocated for the buffer occupancy, resulting in 24 = 16 levels to report. We propose to not reserve any value. Since the Highest Priority Buffer Occupancy is defined as a ratio of the Total Buffer Occupancy, the Highest Priority Buffer Occupancy value is undefined if the Total Buffer Occupancy field value is “00000” (reserved). 

We propose to use 16 levels for the Highest Priority Buffer Occupancy.

3.2. Minimum Buffer Level

Since the Highest Priority Buffer Occupancy is defined as a ratio of the Total Buffer Occupancy and the minimum reported value in the Total Buffer Occupancy is not zero, there is no point in using 0% as the lowest level. Instead we propose to use 5% as the minimum buffer level.
We propose to minimum value to be 5%.

3.3. Maximum Buffer Level

Since the Highest Priority Buffer Occupancy is defined as a ratio of the Total Buffer Occupancy, this field will reach 100% each time there is only one flow configured on E-DCH.
We propose the maximum value to be 100%.

3.4. Buffer Levels

The resulting exponential distribution follows:

Table 3: Buffer Level for Highest Priority Buffer Occupancy
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4. Conclusion
In this contribution we discussed the contents of the Total Buffer Occupancy and the Highest Priority Buffer Occupancy of the SI and proposed two sets of buffer levels.
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