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Introduction

The focus of the recent work in RAN2 for WI "Improved Support of IMS Realtime Services using HSDPA/HSUPA" is laid on minimised interruption in the case of HSDPA cell change.

The purpose of this paper is to assess the effect of the enhanced cell change to data integrity and to identify a potential solution for enhanced data integrity.

Problem Assessment

In recent proposals for enhanced support of IMS realtime services the focus is laid on fast switching between cells. However it is common understanding that for realtime services the integrity of the data stream should be ensured, too. The recent enhancements do not strictly ensure the combination of both, data integrity and fast cell switching in any case. 

During cell change in HSDPA the serving Node B (i.e. the current Node B, a UE is assigned to) should be able to send all data towards the UE before the UE changes to the target Node B (i.e. the new Node B, to which a UE is moving). If the serving Node B does not manage to successfully transfer all data towards the UE, there is the possibility of  sending copies of lost data by means of RLC retransmissions when operated in RLC acknowledged mode (AM). In the case of the RLC unacknowledged mode (UM) lost data cannot be resent on RLC level.

The overall problem splits up into the following main parts:

A) The faster a cell change is performed, the higher the probability of data loss in the Node B.

A1) In UM this data loss cannot be precluded at all.
A2) In AM the retransmission of lost data is time consuming due to prior RLC timer expiration.

B) For services requiring short delay, such as realtime IMS services, very tight time constraints have to be applied.

B1) In UM the maximum delay within the Node B is the main limiting factor for the overall delay. According to A1) 
       cell change related data loss cannot be precluded in this case.
B2) In AM the allowed maximum delay within the Node B is even tighter to ensure that RLC retransmissions can be 
       performed within the given overall delay required for the service. With the assumption in A) this leads to even 
       more cell change related data loss within the Node B. In turn this implies that the RLC AM must be prepared for 
       handling more loss of data when fast cell switching is applied. This leads to the assumption that RLC AM is 
       assumed to perform not fast enough for realtime services especially in combination with fast cell selection.

The problems arising of transmission of duplicated data in RLC UM are already solved by the agreed Tdoc [2].

Description
Mode
Problem
Remarks

UE may leave from the serving Node B as soon as the transmission starts in the target Node B.

The UE may get unavailable to the serving Node B due to radio channel quality degradation during cell change.
RLC UM


Data still not successfully transferred to the UE from the serving Node B will be lost. The target Node B does not know which data was already successfully received by the UE.
Recent Tdocs also describe this behaviour:

e.g. Tdoc [1]


RLC AM


Data still not successfully transferred to the UE from the serving Node B will be lost but later on retransmitted on RLC level. The amount of lost data depends on the timing constraints and data rate; it  can be large for high bitrate services with tight delay constraints.

RLC timers may cause high delay for retransmitted RLC data.
RLC AM is not optimised for the fast handling of large amounts of lost data due to fast cell change.

Table 1: Problem Assessment

It can be assumed that realtime services are delay sensitive and that RLC UM will likely be used for most of such services to meet their tight delay requirements. It is furthermore assumed that although RLC AM can avoid data loss during fast cell change, it will lead to the disadvantage of high delay at least for the retransmitted RLC data.

The following sections describe a potential solution to overcome these problems.

Proposed Solution

The proposed solution is based on an additional means for transfer and handling of information between Node B and RNC regarding the already successful transferred data. The principle is based on additional information from the Node B towards the RNC and a corresponding buffer management that handles this information and transfers buffered data towards a Node B on request. The Node B can derive additional information about already successfully transferred data from the state of its HARQ processes. When this information is processed and sent to the RNC, it can be used in to avoid data loss and to limit the amount of data that is duplicated in the case of cell change. For this purpose a so-called rollback buffer shall be introduced in the RNC. The buffer does not necessarily need to be an additional storage, but could be an already existing buffer, e.g. the buffer used for the segmentation.
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Figure 1: Overview of the proposed Rollback Buffer

Information Exchange

The proposed buffer based solution requires additional messages containing the indicated basic information:

Message overview:

Message "Rollback Info":

Contents:
- Stop-Command

- Rollback Offset

- Synchronisation Offset (optional)

Message "Rollback":

Contents:
- Capacity Allocation (optional)

- Rollback Offset (optional)

Parameter  Overview :
Stop-Command

When set to "stop", this immediately stops the delivery of data towards the Node B. It is comparable to a "Capacity Allocation" message with resources set to zero.

Rollback Offset

This parameter is used to transfer the information about the amount of data that was already successfully transferred towards the UE. This part of the buffer will not be sent out anymore.

Synchronisation Offset (optional)

This parameter  can be used to keep the buffers in the Node B and the RNC synchronised. The reference point, i.e. the synchronisation point, indicating to the bottom of the buffer is shifted with this synchronisation offset. It is optionally used in cases when the synchronisation is performed, which is assumed to be done with a longer period than the setting of the rollback offset. 

Capacity Allocation (optional)

This part shall optionally contain a "Capacity Allocation" message. Note that only the relevant information elements need to be included here. That means that the flow control related settings need not be transmitted separately.

Buffer Handling

The basic function of the buffer is that data stored within the buffer can always be sent out again on request.

Two pointers are defined: A "synchronisation point" and a "rollback point" within the rollback buffer in the RNC.

Data below the rollback point (the light blue part in Figure 1) will normally not be sent out anymore.

Data below the synchronisation point is not accessible anymore and can be assumed to be deleted.

When a Rollback Info message is received, the rollback point is increased by means of the rollback offset to the latest value. The rollback offset indicates the amount of data; calculated from the synchronisation point on; that is already successfully transmitted to the UE.

When a rollback message is received from a Node B, the contents of the buffer above the rollback point (i.e. the data "younger" than at the rollback point, indicated as the dark blue part in Figure 1) is sent to the requesting Node B. The requested characteristics of this retransmitted data, e.g. the amount per time interval, can already be contained in the capacity allocation part of the rollback message.

Note: The amount of data transferred to the Node B during rollback may be different to that during the former first transmission of this data.

When a rollback message is received from another RNC, the synchronisation point is set equal to the rollback point first.

The contents of the complete rollback buffer (above the equal synchronisation and rollback point) is then transferred to the requesting RNC.

For an overview of the message exchange, see the figures showing an overview of the message flows in the section "Sequence of Messages" below.

It is proposed to extend the functionality of Node B and RNC by:

- Introduction of a "rollback buffer" within the RNC

- Definition of a "synchronisation point"  and a "rollback point" within the rollback buffer of the RNC

- Introduction of a message "rollback info" for the purpose of communicating two offset values and to stop the flow control when necessary.

- Sending periodical updates about the already successfully transferred data from the Node B to the RNC (to keep the rollback buffer up to date) by means of the rollback info message.

- Introduction of a message "rollback" for the purpose of requesting data out of the rollback buffer.

- Retransmission of data to the requesting Node B with the corresponding settings. I.e. the buffer contents from the rollback point on is transferred to the requesting Node B.

- Transfer of the rollback buffer contents to the requesting RNC. 

- Means for activation and deactivation of the Roll back info transmission (e.g. based on measurements) to reduce signalling.

Serving Cell Change

Intra Node B

Nothing needs to be done with the rollback buffer in this case. The current assumption is that even the segment size remains unchanged.

Inter Node B

The serving Node B periodically sends updates about the already successfully transferred data to the RNC by means of the rollback info message.

If the UE got unavailable in the serving Node B, the rollback info containing the stop command is sent from the serving Node B to the RNC.

In the inter Node B cell change case, the target Node B requests the rollback from the RNC. The data above the rollback point is sent from the RNC towards the target Node B. Meanwhile the serving Node B can still try to send data to the UE if it is still available there.

As soon as the data arrives in the target Node B, the scheduling may be performed.

With this procedure data integrity will be preserved.

SRNS relocation

Even in this case, the rollback procedure avoids loss of data

The target RNC requests the rollback from the serving RNC by means of the rollback message. Note that in this case the message is exchanged via the Iur interface.

The serving RNC then sends the complete contents of the rollback buffer to the target RNC.

The target Node B requests the data from the target RNC as in the case of an inter Node B cell change.

Note that the sequence of rollback requests is irrelevant for the procedure. The target Node B may start its request before the target RNC.

When the data arrives in the target Node B, the scheduling may be performed.

It is proposed that for the purpose of avoidance of data loss, the rollback procedure shall be applicable between RNC and Node B as well as between different RNCs.

Sequence of Messages

The following figures shall give an overview of the message exchange between RNC and Node B for the rollback procedure. They shall be understood as examples of possible applications, rather than exhaustive scenarios.

The following figure shows the case when a data portion A is already successfully transmitted to the UE and a data portion B would be lost within the Node B during cell change. Regardless of the reason for the change towards the new cell, the data portion B can be immediately delivered to the UE via the new Node B if the rollback procedure is applied.
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Figure 2: Overview of the rollback related message exchange in the case of Inter Node B cell change

The next figure shows a similar case as the previous figure when a data portion A is already successfully transmitted to the UE and a data portion B would be lost within the Node B during cell change. Additionally the serving RNC is changed in the procedure here. Again the data portion B can be delivered to the UE without loss or further delay via the new Node B if the rollback procedure is applied.
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Figure 3: Overview of the rollback related message exchange in the case of cell change with SRNS relocation

Note: The message flow overviews show situations in which the UE gets unavailable to the serving Node B (indicated as "Node B #1"). If the UE remains available in the serving Node B, the scheduling of the data may continue until the target Node B performs the scheduling of the data. The general effect of possible data loss within the serving Node B remains in any case. The advantage is that this loss is not affecting the data integrity in the UE.

Possible Buffer Locations

Different possible locations of the rollback buffer are indicated and a brief description of the impact is highlighted:

Usage of the segmentation buffer in the upper part of the RLC layer:

Both modes can be supported, AM and UM.

The combined usage of the segmentation buffer for the rollback and for the RLC acknowledged mode provides best efficiency: Already acknowledged RLC PDUs do not need be retransmitted in the rollback case, thus duplications can be reduced to a minimum. RLC initiated retransmissions due to RLC timer expiration are kept to a minimum due to the rollback procedure.

In combination with the RLC UM, data integrity can be achieved, duplications are more likely than in the RLC AM case.

Re-segmentation of already segmented data with a different segment size would in principle be possible during rollback. However such re-segmentation is expected to cause problems for ciphering.

Usage of the copy buffer in the RLC layer:

Only AM can be supported in this case.

Already acknowledged RLC PDUs do not need to be retransmitted in the rollback procedure.

Re-segmentation will not be possible.

Definition of a new buffer in the flow control, just below the RLC (AM or UM)

Both modes can be supported, AM and UM.

No possibility for exclusion of already acknowledged RLC PDUs on this level.

Re-segmentation will not be possible.

It is proposed to introduce a buffer management for the rollback procedure on the segmentation buffer level. Already acknowledged data portions on RLC level can then be excluded from retransmissions in the rollback buffer.

Operation without Buffer

For the operation without a rollback buffer in the RNC, the corresponding messages and information elements can be ignored when received in the RNC. The system then behaves as defined in the R´5 specifications. Legacy system behaviour is thus not affected.

Non Conversational Services

As the applicability of the proposed solution does not depend on any latency requirements, it may also be applied for non conversational services in the same way as for realtime services.

It is proposed that the rollback buffer shall not be restricted to the usage with realtime services. This will then ensure a general solution.

Conclusion

This paper has outlined a solution to overcome the problem of potential data loss during cell change with HSDPA.

In summary:

It is proposed to extend the functionality of Node B and RNC by:

- Introduction of a "rollback buffer" within the RNC.

- Definition of a buffer management for the rollback buffer, that co-operates with the RLC AM.

- Introduction of messages for the purpose of rollback related communication between Node B and RNC and among RNCs.

- Means for activation and deactivation of the Roll back info transmission to reduce signalling.

It is proposed that the rollback buffer shall be applicable as a general solution for the preservation of data integrity with all types of services.

If the partners in RAN2 in general agree on the current proposal, Alcatel is willing to prepare further refined descriptions and change requests for the affected standards.
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