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1. Introduction
During the previous RAN WG2 meeting in Sophia-antipolis (RAN2 #45bis) it was agreed to report the following quantities in the E-DCH scheduling information:
· Total buffer status, buffer is in bytes

· logical channel Id or DDI or prio/MAC-d flow for Highest configured priority buffer status

· Highest configured priority buffer status
· Power Headroom
The procedures for the transmission of the Scheduling Information as well as the content and size of each field were however not decided. In section 2 we propose to define the contents of the Scheduling Information. In section 3 of the contribution we discuss several options for signaling the transmission of the Scheduling Information.
2. Scheduling Information Contents
2.1. Total Buffer Occupancy
Since non-scheduled flows will not have to wait for a grant to start transmission, we propose to define the total buffer occupancy as the sum of the RLC transmission buffers and NAK’ed data for all logical channels which are configured through RRC to perform reporting and which are scheduled (i.e. non-scheduled flows are excluded). 
There is an inherent delay between the transmission of the scheduling information and the reception of a scheduling grant and during this time the UE may be consuming data from the transmission buffers at a potentially high rate. As a consequence it is necessary to be able to report a buffer size large enough that all the data will not have been transmitted by the time UL resources are granted.
In order to estimate this buffer size, we need to estimate how long a typical “request – grant” cycle may last. If we assume a 10ms TTI case with the Scheduling Information needing on average 2 transmissions to get through, the request would need 10 + 4*10ms = 50ms to reach the node-B. If we then assume some encoding delay for the grant, 10ms for the transmission time and some more delay for the decoding, it is reasonable to assume 80ms for a RTT.

 In addition, we cannot expect the node-B to be sending out grants to the same UE every 80ms, given the load on the AGCH, it seems more reasonable to expect a grant after about 5 RTTs. 
Indeed, 5 RTTs would correspond to 5*80ms = 400ms which is equivalent to a serving duty cycle of 10ms/400ms=2.5%. It seems reasonable that a single AGCH would support 40 users. Similarly, the same 400ms delay in a 2ms TTI case would correspond to a serving duty cycle of 2ms/400ms*8= 4%, which results in a single AGCH supporting 25 users. 
If we now make the assumption of a reasonably high data rate of 1Mbps, the worse case buffer size that would need to be reported is 1000000/8*5*0.08 = 50kBytes.

In order to report the Total Buffer Occupancy we propose to use an exponential distribution. In the following table, we show the worse and average inaccuracy for different sizes of the “Total BO” field in the Scheduling Information:
Table 1: Reporting Inaccuracy for Total BO field in Scheduling Information.
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One can observe that if we were to report a maximum buffer of 50kBytes, a 5 bits field would result into an average inaccuracy of approximately 10% which seems reasonable.
Since we are trying to avoid as much as possible the situation where the network would be sending grants that the UE cannot use by lack of data we propose to perform a rounding down when the buffer level has to be chosen.
Conclusion 1: We propose to exclude non-scheduled flows when measuring the Total Buffer Occupancy. 
Conclusion 2: We propose that the Total Buffer Occupancy will be rounded down when a buffer level needs to be chosen.

Conclusion 3: We propose the buffer levels to be exponentially distributed.

Conclusion 4: We propose the Total Buffer Occupancy field to occupy 5 bits of the Scheduling Information.
Note: The need to report a transmission buffer has some implications on the UE buffering capabilities.
Note: The average inaccuracy computed in Table 1 assumes a uniform distribution of the buffer occupancy across the range. With realistic traffic models we expect most of the reported buffer values to indicate that the buffer is full (large file to upload for example) and in this case, the reported buffer occupancy would be exact if the sum of the transmission buffers is equal to the maximum reported value. 

2.2. Highest Priority Buffer Occupancy
We propose to define Highest Priority Buffer Occupancy as the RLC transmission buffer and NAK’ed data for the logical channel configured with the highest priority which is non-zero, scheduled and configured through RRC to perform reporting (i.e. we exclude the “empty” logical channels as well as the non-scheduled).
Since the Total Buffer Occupancy field already indicates an absolute value (in bits) of the total buffer to be transmitted, we propose to report the ratio of the total reported buffer that is occupied by the data originating from the highest priority logical channel.

In order to report the Highest Priority Buffer Occupancy field we propose to use an exponential distribution. Also, since by definition the Highest Priority Buffer Occupancy is not empty, we propose to set the minimum ratio level at 5%. In the following table, we show the worse and average inaccuracy for different sizes of the “Highest BO” field in the Scheduling Information:
Table 2: Reporting Inaccuracy for Highest BO field in Scheduling Information
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One can observe that a 3 bits field would result in an average inaccuracy of approximately 10% which is similar to the average inaccuracy for the total BO reporting and seems reasonable.
Since the highest priority data is by essence more important, we believe it is safer to over-estimate it rather to under-estimate it and thus we propose to perform a rounding up when the buffer level has to be chosen.

Conclusion 1: We propose to exclude non-scheduled flows when measuring the Highest Priority Buffer Occupancy.
Conclusion 2: We propose that the Highest Priority Buffer Occupancy is measured as a fraction of the total reported buffer.
Conclusion 3: We propose that the Highest Priority Buffer Occupancy is rounded up when a buffer level needs to be chosen.
Conclusion 4: We propose the ratio levels to be exponentially distributed.
Conclusion 5: We propose the Highest Priority Buffer Occupancy field to occupy 4 bits of the Scheduling Information.
2.3. Logical channel ID
Since the DDI contains more information that is needed to identify the highest priority logical channel and the node-B has the knowledge of which logical channel are mapped to which flow, we propose to report the logical channel ID of the highest priority logical channel which has the largest amount of data in its transmission buffer.

Conclusion: We propose that this field occupies 4 bits and contains the ID of the highest priority logical channel which has the largest amount of data in its transmission buffer.

2.4. Power Headroom
It has been in RAN1 to allow 5 bits for the DL transmission of the power setting to be used; hence we don’t think that there is any value in using more than 5 bits for the power headroom reporting. Furthermore, given the inherent inaccuracy of the power measurement in the UE, the fact that it will be averaged and thus won’t be a very precise and up-to-date measure, we believe that 4 bits will provide sufficient indication. In addition, if the power situation was to dramatically change between SI transmissions, the Happy bit can be used to adjust the situation.
Conclusion: We propose to reserve 4 bits for the Power Headroom field in the Scheduling Information.
Note: The size of the power headroom field may be modified later depending on the RAN4 evaluation results but will not exceed 5 bits.
3. Scheduling Information Signaling
In order to signal the presence of SI in the mac-e PDU we would favor a solution that satisfies as much as possible the two following conditions:

1. The transmission of the SI with any mac-e PDU should not result in additional padding for the 336 bits aligned TB size table (i.e. the mac-e PDU size should always be a solution for n*18+m*336, n and m being integers).
2. The signaling solution of the SI shouldn’t prevent from adding new types of mac-e control PDUs in the future.

A solution has been proposed and is evaluated below.
In this solution, the presence of mac-e control PDUs is not signaled in the mac-e PDU, instead, a set of rule (stated below) at both the transmitter and the receiver guarantees that given the size of the mac-e PDU and the values of the DDI-N couples, the presence of a mac-e control PDU can be deduced without ambiguity.
The set of rules is the following:
· remaining_bits is defined as the difference between the E-DCH PDU size and the sum of the mac-e header and the mac-es SDUs

· If (remaining_bits > (mac-e control PDU size + DDI size))

· If last DDI is “111111”: mac-e control PDU and padding are included
· If (mac-e control PDU size ≤ remaining_bits < (mac-e control PDU size + DDI size))

· SI PDU is included and 1-5 bits of padding

· If (remaining_bits < mac-e control PDU size) 

· Padding only is included

This solution fulfils the first condition stated in section 3.

The drawback of this solution is the following:

· This solution would only be able to signal one type of one type of control information in the same PDU. This limitation can however be addressed by defining another reserved value of DDI that would signal combinations of different types of mac-e control PDUs. However, since an additional 6 bits DDI is needed, the chosen E-DCH transport block size would incur some padding (if the 336 bits aligned TB size table for 2ms TTI is used, this padding would amount to 0.4% on average).
4. Conclusion
In this contribution we discussed the content of each SI field and proposed a size for each of them, as summarized here:

· Total Buffer Occupancy field:


5 bits

· Highest Priority Buffer Occupancy:
4 bits

· Logical Channel ID:





4 bits

· Power Headroom:






≤ 5 bits (depending on RAN4 results) 
· TOTAL:









≤ 18 bits (depending on RAN4 results)
A proposal for the signaling of the mac-e control PDU was also presented and evaluated. Although it doesn’t completely fulfill the two conditions that were enunciated, we believe it comes very close to a desired solution. If we assume a 336 bits aligned TB size table, this solution incurs no padding in general and if more than one type of mac-e control PDU needs to be transmitted in the same mac-e PDU, a 0.4% average overhead will be incurred.
Hence we propose that the Implicit Signaling solution described in section 3 be used to signal the presence of mac-e control PDUs.
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