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1.
Introduction
At the last RAN2 meeting in Scottsdale (RAN2 #46bis), there was a proposal on the L2 buffering capabilities to use for EUL (see [6]). In this document we discuss in more detail the aspects affecting the buffer requirements and propose to agree on a set of assumptions. Based on these assumptions we provide a set of minimum L2 buffer sizes that could be incorporated in [7].

2.
Discussion
2.1
Peak data-rate

In the original HSDPA calculations (see [1]) it was assumed that a given UE would never be scheduled c

single RLC re-transmission would be sufficient to

Need to consider not only macro cells but also pico-cell environments where the channel conditions are more benign and the 

By the time Rel-6 rolls out, HSDPA implementations will have reached a certain level of maturity.
Conclusion: Require UEs to support the buffering necessary to support the peak data rates.
2.2
Error rate

In the original HSDPA calculations (see [1]) it was assumed that a single RLC re-transmission would be sufficient to recover from errors in the majority of scenarios. Given that we expect to operate with a residual error rate of at most 1% after HARQ both for HSDPA and EUL, this assumption seems reasonable. The probability of 1e-4 of blocking the window seems acceptable.
Conclusion: Assume that we only need to support one round of re-transmissions both for HSDPA and for EUL.
2.2
RLC Round-trip-time
In the original HSDPA calculations (see [1]) it was assumed that the RLC Round-trip-time (rRTT) is the same as the effective transmission RTT (tRTT). As was explained in [2], this is not necessarily the case based on the current RLC protocol. Indeed, the status-prohibit mechanism effectively results in delaying both the NACKing of packets and the advancing of the window. For typical configurations, the status-prohibit timer would take a value slightly longer than the tRTT, thus resulting in rRTT ~= 2* tRTT.
If the solution proposed in [2] is adopted, this issue is alleviated, as it is possible to set up the system so that ACKs and NACKs are sent immediately and it is possible to have rRTT ~= tRTT without incurring spurious re-transmissions. In practice however it would not make much sense to send ACKs as soon as any packet is received in sequence. Indeed, this would result in a lot of traffic on the feedback link without any noticeable improvement in the user perceived service. Consider the case where a UE is scheduled constantly on the downlink at a rate of 900kbps. Even without any traffic on the uplink, the RLC ACKs would generate the equivalent of 170kbps of traffic.
We therefore assume that ACKs could be delayed by at least half a tRTT using the ACK prohibit timer described in [2]. Note that this would only impact the UL buffering requirements as on the receive side it is always possible to deliver the data to the application as soon as it is received in sequence, even if it is not possible to indicate this to the transmitter.
Conclusion 1 (solution in [2] is not adopted):

DL rRTT ~= 2 * tRTT

UL rRTT ~= 2 * tRTT

Conclusion 2 (solution in [2] is adopted):

DL rRTT ~= tRTT

UL rRTT ~= 1.5 * tRTT

2.3
Re-ordering buffer

Assuming that the buffer is shared between RLC and re-ordering entities, it is not necessary to assume additional buffer requirements for the re-ordering entities unless there are spurious re-transmissions, which for the layers below RLC are equivalent to new data. The question is how likely we are to see redundant re-transmissions in practice.
This aspect is also linked to whether we expect to adopt the proposal in [2] or to increase the RLC AM sequence number as was proposed in [3]. Indeed, based on the current configuration it is necessary to reduce the status prohibit timer in order to achieve high data rates. Whenever an error occurs, either due to unusually bad error conditions, to NACK->ACK mis-interpretations at HARQ or to an inter-Node B serving cell change, a large number of spurious re-transmissions might take place.
Considering that these cases are relatively rare and would typically occur for UEs in bad channel conditions, the buffer requirements for re-ordering do not really need to be taken into account.

Conclusion: No need to take into account the re-ordering protocol buffer.
2.4
Multiple RLC entities

It is widely accepted that as with earlier releases, Rel-6 UEs will need to support multiple RLC entities. In the context of Rel-6, it was agreed that the UE memory will be soft-shared among all RLC entities and between UL and DL directions. 

For UL and DL it would make sense to provision for the peak requirements at the same time as the physical layer throughput can be allocated independently. For different RLC entities in the same direction, there may be some performance impact from not provisioning some memory on top of what is required for a single entity. However this impact could be reduced by allowing re-transmissions to be prioritized (see [3]).
Conclusion: Need to provision for both UL and DL peak data-rates, but it is not necessary to consider the number of independent RLC entities.
2.5
Transmission buffer

As part of the scheduling information it was agreed that the UE would report the amount of data in its buffers available for transmission (see [4]). The maximum value to report could be as high as 50kB (see [5]). In the context of R’99, the transmit buffer was not included as part of the UE reported capability. Presumably, for R’99/Rel-5 this buffer was assumed to be relatively small and there was not much point to allowing the UTRAN to manage it.
Conclusion: Discuss whether to include the transmission buffer as part of the reported UE capability or to consider it as independent of the rest of the UE memory.

3. UE Buffer Size requirement
3.1
Computation

In this section the data-rates are assumed to correspond to the UE peak data-rate corresponding to the PHY capabilities. We do not take into account the transmission buffer as it is still not clear how this should be handled.
Solution in [2] is not adopted:

Buffer Size Requirement = 2 * tRTT * (DL Data-rate + UL Data-rate)
Solution in [2] is adopted:

Buffer Size Requirement = tRTT * (DL Data-rate + 1.5 * UL Data-rate)

3.2
Categories

In the calculations below we are assuming that the proposals in [2] are adopted and that the network is able to support a tRTT of 120ms. This tRTT value corresponds to the state of the art for R’99 networks. The assumption is that there is no point to dimension UEs to support inefficient networks. It is up to operators to force network manufacturers to improve their performance in order to achieve the peak data-rates.

	 
	DL Data Rate (kbps)
	900
	1,200
	1,800
	3,600
	7,200
	10,000
	14,000

	UL Data Rate (kbps)
	RTT (s)
	0.12
	0.12
	0.12
	0.12
	0.12
	0.12
	0.12

	64
	0.12
	14,940
	19,440
	28,440
	55,440
	109,440
	151,440
	211,440

	128
	0.12
	16,380
	20,880
	29,880
	56,880
	110,880
	152,880
	212,880

	256
	0.12
	19,260
	23,760
	32,760
	59,760
	113,760
	155,760
	215,760

	384
	0.12
	22,140
	26,640
	35,640
	62,640
	116,640
	158,640
	218,640

	960
	0.12
	35,100
	39,600
	48,600
	75,600
	129,600
	171,600
	231,600

	1,920
	0.12
	56,700
	61,200
	70,200
	97,200
	151,200
	193,200
	253,200

	3,840
	0.12
	99,900
	104,400
	113,400
	140,400
	194,400
	236,400
	296,400

	5,760
	0.12
	143,100
	147,600
	156,600
	183,600
	237,600
	279,600
	339,600


Table 1: Raw buffer size values
By quantizing the values to the next 25,000 bits, we obtained the following table:

	 
	DL Data Rate (kbps)
	900
	1,200
	1,800
	3,600
	7,200
	10,000
	14,000

	UL Data Rate (kbps)
	RTT (s)
	0.12
	0.12
	0.12
	0.12
	0.12
	0.12
	0.12

	64
	0.12
	25,000
	25,000
	50,000
	75,000
	125,000
	175,000
	225,000

	128
	0.12
	25,000
	25,000
	50,000
	75,000
	125,000
	175,000
	225,000

	256
	0.12
	25,000
	25,000
	50,000
	75,000
	125,000
	175,000
	225,000

	384
	0.12
	25,000
	50,000
	50,000
	75,000
	125,000
	175,000
	225,000

	960
	0.12
	50,000
	50,000
	50,000
	100,000
	150,000
	175,000
	250,000

	1,920
	0.12
	75,000
	75,000
	75,000
	100,000
	175,000
	200,000
	275,000

	3,840
	0.12
	100,000
	125,000
	125,000
	150,000
	200,000
	250,000
	300,000

	5,760
	0.12
	150,000
	150,000
	175,000
	200,000
	250,000
	300,000
	350,000


Table 2: Buffer sizes quantized to the next 25,000 bits
We highlighted in orange and yellow respectively the UE capability combinations for HSDPA alone and for HDSPA+EUL that make the most sense taking into account typical uplink/downlink traffic asymmetry (see [OUR CONTRIBUTION ON UL/DL CAPABILITY]).

4.
Proposal

We propose the following:

· Discuss the assumptions outlined in section 2 and the resulting buffer size values provided in section 3.
· Discuss the handling of the transmission buffer used for the Scheduling Information reporting.

· Discuss limiting UE EUL and HSDPA capability combinations to the subset highlighted in yellow in table 2.
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