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1.
Introduction

In EUL, RRM decisions are distributed in the Node Bs, which do not coordinate directly. There are two ways in which Node B RRM decisions affect other Node Bs:

· Grants to served UEs result in interference on adjacent cells.
· Setting the overload indicator forces UEs served by adjacent Node Bs to reduce their rate.

In making these RRM decisions, Node Bs have a conflict of interest between providing good service to the users served by their cells and interfering with adjacent cells. In turn the other cells can use the overload indicator to push down this interference. It is critical to have a predictable Node B behavior so that it is possible for the system to operate smoothly. The RNC should in turn be given the tools to monitor the system operation and to make long-term adjustments to remedy problems. 
In this document, we propose a relatively simple scheme defining how the Node Bs should set the overload indicator, and the knobs that the RNC can use to adjust the behavior.
2.
Objectives
The objectives for defining such a mechanism are the following:

· Simple to implement and that does not rely on direct Rise Over Thermal (ROT) measurements.

· Allows the RNC to configure some kind of target for the intra-cell load.

· Allows the RNC to configure the desired balance of out-of-cell vs. intra-cell interference.

· Can operate well in different load balance conditions (some cells more loaded than others).

3.
Computation of load
Because ROT is very difficult to measure in and of itself, typical implementations rely on the concept of “load” to measure the cell loading. The load is essentially a measure of the amount of decoded energy over the total interference, including background noise.

For each UE that is being demodulated by a cell (the cell is in the UE active set), the cell would measure the received pilot code power, that we will call Ecp (equivalent to RSCP, but for uplink). Similarly, it can compute the total interference power Io received on the carrier (equivalent to the RSSI, but again for uplink). 

If this cell or any other cell of this Node B is able to decode the DPCCH and E-DPCCH, then it will also know the formats the UE is transmitting with. Note that if the E-DPCCH is not reliable, then the UE is presumably not received well at all, and as such could be ignored in this calculation.

From the format, it is possible to derive the traffic to pilot ratio (T/P) that the UE is using. Of course, in the case of EUL, this will only be accurate down to the amount of boosting that the UE is using for the transmission. A weighted average of the boosting parameters could be used in order to improve the accuracy of this approximation.
Based on this, the Node B can approximate the UE receive power as: 
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(equ. 1)
and the total load contributed by this UE, would be: 
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(equ. 2)
We can split this load between E-DCH and non E-DCH load:
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(equ. 3)
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(equ. 4)

The total load is the sum of the load across all UEs that have the cell in their active set. Let G represent this group of UEs, the total load in the cell will be:
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(equ. 5)
The load from channels other than E-DHC will be:
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(equ. 6)
This measure is correlated with the ROT, though the exact relationship depends on the amount of background noise that is not being directly decoded by the receiver.

Conclusion 1: Consider using the load as a measure of ROT. 

Conclusion 2: An approximation of the power boost parameter would need to be assumed. This value can be computed based on some form of statistical weighting of the power offsets for different MAC-d flows. Scheduling information can be used to refine this estimate.

4.
Proposal

4.1
Cell-Loading Capacity
As for ROT, the system should target a certain optimum operating load for which the capacity is maximized, while still preserving stability. In the proposed scheme, this value will be referred to as the “Cell-loading Capacity”, which we will refer to as  
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, and which should be configured by the CRNC.
The Node B should attempt to maintain the load as close as possible to this value, in order to maximize capacity, but “always” keep it within this value.

Conclusion: The CRNC could configure each Node B with a target “Cell-loading Capacity”. Some kind of requirement would need to be defined on the probability for the load to exceed this target.
4.2
Arbitration among intra/inter-cell load

In order to simplify the notation, we will use the term “serving cell” to refer to the E-DCH serving cell, and we will say that a user is served by a particular cell if this cell is its E-DCH serving cell.
In addition to setting an overall load target, it is necessary to define how this load should be shared among the E-DCH load resulting from users served by the cell, vs. that resulting from users that are not.  This will allow Node Bs to set the overload indicator appropriately.
Let us call Gsv, the group of UEs that include the cell in their active set and are served by it, and Gnsv the group of UEs that include the cell in their active set but are not.
Based on these definitions, the load contributed by UEs served by this cell will be:
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(equ. 7)
Similarly, the load contributed by UEs not served by this cell will be:
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(equ. 8)
Note that since 
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 and that the two sets are disjoint: 
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If we split the non-serving cell load between E-DCH and non E-DCH traffic, then we get:
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The CRNC could configure each Node B with the maximum value 
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 for the ratio between inter-cell E-DCH load and target “Cell-loading Capacity”. The requirement for operation would be that:
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(equ. 9)
If this threshold is exceeded, potentially after applying some kind of filtering (e.g. averaging, or time hysteresis), an overload indication would be sent out in order to throttle the neighboring cells.

Conclusion: The CRNC could configure each Node B with a bound on the fraction of target “Cell-loading Capacity” that inter-cell E-DCH traffic is allowed to occupy. Some kind of requirement would need to be defined on the probability for the load to exceed this target.
4.3
Case of low intra-cell load

The limitation of the scheme as it is described above is that adjacent Node Bs would be penalized even if the cell did not make use of the capacity instead. This means that it would force cells to always stay within the bounds of: 
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 independently of the amount of traffic in neighboring cells, lest their users continuously receive overload indicators from other cells..
Instead, we propose to use an additional requirement before setting the overload indicator that would be linked to amount of “offered load” (
[image: image16.wmf]offered

L

) from the cell. The “offered load” represents the load that could be generated by the E-DCH of served UEs if there were no limitations in the grants. This value can be estimated based on the scheduling information received from UEs, i.e. the amount of data they have available, their power headroom and the highest priority logical channel information (see [1]).
The compounded load from all sources other than the E-DCH of served UEs is:
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The cell would be considered unloaded, if: 
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, and it would therefore not be necessary to set the overload indicator, even if the neighboring cell load has exceeded its share of the maximum load.
Conclusion: In order to allow adjacent cell to take advantage in case of low loading, they could be allowed to exceed their allocated limit in case the cell is un-loaded. This level of loading could be determined thanks to the scheduling information provided by the UEs.

4.4
Grant allocation target

In order to take advantage as is proposed in the section 4.3 above, of the possibility to schedule an E-DCH load beyond the hard limit configured by the CRNC, i.e. 
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, it is necessary to take into account the actual load from other cells. In that case, the scheduled E-DCH load would be:
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Of course, the limit on the 
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 might need to be averaged, or some margin could be taken, in order to eliminate some of the inherent variability in the interference caused by adjacent cells. 
Conclusion: The Node B could be allowed to generate E-DCH load to fill whatever load is left available by other channels and/or UEs served by neighboring cells.

5.
Proposal

The following is proposed:

· Consider the algorithm described in this document as a possible implementation when making a decision on the contents of the scheduling information.

· Agree on the need or not to standardize the details of the RRM scheme to be used by the Node Bs.
· Discuss the advantages and disadvantages of the proposed scheme.
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