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1.
Introduction
The current working assumption in the group is that we will use 7 bits on the E-DPCCH in order to signal the TB size. This allows the support of up to 128 different sizes. 2 bits are already allocated for the HARQ RSN and 1 bits is still available. Although RAN1 does not have any intention on claiming that bit, there are already multiple proposals to use this bit in improving the scheduling (see [Rate request proposal]).

In this document we are again giving an overview of the performance obtained when using 7 bits to signal the TB size set and then examining possible alternatives to improve on this performance. Finally, we provide a recommendation on sets of sizes to include in the specifications.
2.
Exponential Distribution

2.1
Background
The method used for HSDPA to determine TB sizes consisted in using the formula:
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 corresponds to the worse case padding. Note that N is the number of TB sizes used and Lmax and Lmin identify the dynamic range over which one wants to achieve constant relative padding.

The advantage of this scheme is to give the minimum worse case padding for arbitrary payload sizes.

2.2
Limitations
Because of the limited number of bits allocated for the signalling of the TB size, using exponential distribution has the following limitations:

· Results in a tradeoff between average overhead and dynamic range.

· Relatively high overhead. 
· 2ms Max padding of ~3%, average padding of ~1.5%.

· 10ms Max padding of ~4%, average padding of ~2%.

· More than about double what we have for HSDPA (~0.8%). 

· Limited range: 

· Numbers above correspond to dynamic range from 200 to 40000 bits.
· This could be extended at a slight expense of overhead.

· Silence descriptor for VoIP is 56 bytes. Going down to 50 bits, extends the overhead to max 5.4%, average 2.7% (for 10ms TTI).
Note that It may therefore be useful to examine alternatives 

3.
Possible Enhancements

3.1
RLC PDU aligned

In [2], a method was proposed for generating a set of TB sizes that minimized the padding for payloads that were multiples of the RLC PDU size. Since most W-CDMA configurations anyway use 336bit RLC PDUs, it would make sense to try to take advantage of this characteristic. That document focused on the case where the TB size would be signalled using 6 bits, leading to a particularly small set. Even in that case, the resulting padding overhead would have been an average of:

· 10ms (2Mbps max): 0.8% (Av. data padding) + 0.5% (Worse case header padding) = 1.3%.
· 2ms (4Mbps max): 0% (Av. data padding) + 0.5% (Worse case header padding) = 0.5%.
Both of these values are substantially lower than what could have been obtained with exponential distribution.

These calculations essentially assume that we space TB sizes so as to target 2% worse case padding overhead (i.e. the increment in TB sizes could be larger than one RLC PDU in case this increment represents less than 2% of the total payload). Then, it was assumed that we extend each TB size by at most 0.5% in order to accommodate more header increments, to enable more multiplexing. This would still have left more that enough TB sizes in order to improve the performance at small payload sizes, where the padding ratio is the most sensitive and also to improve the performance in support of DCCH payloads (see [2]).
By moving to 7 bits to signal the TB size, the performance could be further improved. For example, instead of targeting 2% worse case padding overhead, it would be possible to target 1%. This would substantially reduce the padding overhead. Also, it would be possible to allocate even more TB sizes in improving the handling of header increments. For example, it takes only 24 TB sizes in order to cover the full dynamic range of the 2ms TTI. This represents just 20% of the available sizes. This means that for each of these TB sizes, we could consider 5 different MAC-e header sizes. As a result, it can essentially be assumed that the padding overhead would be zero.
· 10ms (4Mbps max): 0.3% (Av. data padding) + 0.5% (Worse case header padding) = 0.8%.

· 2ms (4Mbps max): 0% (Av. data padding) + 0% (Worse case header padding) = 0%

These numbers are essentially lower than what is currently obtained for HSDPA, and substantially lower than what could be achieved with exponential TB size distribution. This data relies on the calculations performed in the attached Excel spreadsheet.
Conclusion: It is useful to support TB size sets aligned with RLC PDU sizes.
3.2
Adapt Dynamic Range

Another means of reducing the padding overhead, without losing the inherent flexibility of using exponential distributions would be to introduce new TB size sets with a dynamic range that is adapted to the circumstances. There are multiple reasons for which using a more specific dynamic range could be appropriate:
· Deployment: some deployments may not want to take advantage of the peak data-rate.

· Application: when servicing mostly low data-rate applications, configure smaller range.

· UE capabilities: lower capability UEs could support a smaller range of PDU sizes.

It turns out however that adapting the dynamic range only has a limited effect on the resulting padding. Consider for example the table below, in which we keep the number of bits constant, but we vary the dynamic range:
	TTI (ms)
	Data-rate (Mbps)
	Lmin
	Lmax
	Bits to Signal TB Size
	Num TBs
	Worse padding (%)
	Average Padding (%)

	2
	4
	200
	8000
	7
	128
	2.92%
	1.46%

	2
	3
	200
	6000
	7
	128
	2.69%
	1.35%

	2
	2
	200
	4000
	7
	128
	2.37%
	1.18%

	2
	1
	200
	2000
	7
	128
	1.82%
	0.91%

	2
	0.5
	200
	1000
	7
	128
	1.27%
	0.63%

	10
	4
	200
	40000
	7
	128
	4.23%
	2.11%

	10
	3
	200
	30000
	7
	128
	3.99%
	2.00%

	10
	2
	200
	20000
	7
	128
	3.66%
	1.83%

	10
	1
	200
	10000
	7
	128
	3.10%
	1.55%

	10
	0.5
	200
	5000
	7
	128
	2.55%
	1.27%


A factor of 8 reduction in the dynamic range gives less than a factor of 2 change in the padding overhead. Whereas for example doubling the number of TB sizes, automatically halves the padding. On top of this, adding new TB sizes for every possible scenario that could arise would increase development and most importantly testing time.

Conclusion: It is not useful to support multiple exponentially distributed TB size sets to cover different scenarios.

4.
Proposal

It is proposed to include the following 4 TB size sets in support of EUL:

· Exponentially distributed over the corresponding dynamic range for both 2 and 10ms TTI.

· Aligned with 336bit RLC PDU size, for both 2 and 10 ms TTI.

If this were to be agreed, Qualcomm would volunteer to generate concrete proposals for each of these. Note that for the time being, RAN1 still have not agreed on the peak data-rate to use for 10ms TTI.
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