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1.
Introduction
At the last RAN WG2 meeting we briefly discussed the sequence number length needed in support of re-ordering (TSN). Some companies expressed concerns about the queuing delays introduced on the backhaul because of limited provisioning. They stated that this should be taken into account in determining the required header size. In this document we are reviewing the effect of backhaul delay variations on the re-ordering scheme efficiency and propose a scheme for addressing some of the limitations.

2.
Background
2.1
Architecture
This document addresses the specific case of EUL (see [1]). The new E-DCH transport channel introduced in this context supports HARQ and allows the possibility of reception from multiple cells at the same time in order to improve diversity (soft handover). The data received at each cell are then sent to the SRNC where selection combining is performed.

Because of the higher data rates that result from the link improvements, companies have argued that it would be useful to allow asynchronous transport of data on the Iub/Iur in order to allow more cost efficient bearer support. 

The combination of variable delays from HARQ and from the transport will result in packets being received out of sequence at the SRNC. Given that RLC is sensitive to out-of-sequence reception of packets, it was agreed to introduce below it a re-ordering layer with its own sequence number (TSN). This layer would be responsible both for re-ordering and for handling the selection combining that was done at PHY level for R’99 channels.

The main question now is how to design a re-ordering layer that is able to handle the out-of-order reception while minimizing the delays in submitting data to the higher layers.
2.2
HARQ Protocol

The HARQ protocol used in EUL, as well as 1x DO Rev-A and 1x Rev-D is a multiple interlace Stop And Wait protocol with synchronous re-transmissions. Synchronous re-transmissions implies that the re-transmissions of a given packet will always take place a fixed amount of time after the initial transmission. This is contrary to what is done for example in the case of HSDPA.

In the case of EUL, both 2 and 10ms TTIs will be supported, but the HARQ round-trip time has not yet been finalized. Values between 5 and 8 for 2ms, and between 3 and 4 for 10ms TTIs are being considered. 

Parameters affecting over-the-air QoS, such as the transmission T/P and maximum number of HARQ re-transmissions will be configured per MAC-d flow. Each logical channel will inherit the characteristics of the MAC-d flow that it is mapped on. 

The fact that the maximum number of re-transmissions is known and that the HARQ re-transmissions are synchronous implies that the worse case out of sequence is equal to:

(max_re-transmissions -1) * RTT - TTI_duration
	TTI Duration (ms)
	HARQ RTT (TTIs)
	Max # Tx
	Out-of-sequence delay (ms)

	2
	5
	4
	28

	2
	6
	4
	34

	2
	7
	4
	40

	2
	8
	4
	46

	2
	5
	5
	38

	2
	6
	5
	46

	2
	7
	5
	54

	2
	8
	5
	62

	10
	3
	2
	20

	10
	4
	2
	30

	10
	3
	3
	50

	10
	4
	3
	70

	10
	3
	4
	80

	10
	4
	4
	110


The re-ordering itself will be done per logical channel, ensuring that data from one logical channel will never need to wait for data from another in order to be delivered to the higher layers. 

2.3
Re-ordering Protocol Operation

Any re-ordering protocol relies on holding off the delivery of packets coming after “holes” in the numbering sequence in order to give time to these delayed packets to be received. If the packets are actually lost altogether then the delivery is delayed un-necessarily. It is therefore useful to do the re-ordering at the layer where we expect the lowest possible packet error rate. In the case of EUL, this is at SRNC level, after selection combining of the data coming from different cells. Therefore, the re-ordering layer needs to account for all the delays up to the RNC.

Below we look at the different functions that need to be performed by the re-ordering protocol and propose simple schemes for implementing them.

2.3.1
Re-ordering, Combination and Duplicate detection

The most basic functionality consists in being able to determine the order of the packets and to eliminate duplicates. Combination is trivial, as payloads from different cells are identical.

Since the initial HARQ transmissions are always sent in sequence, it is possible to rely on this timing as an indication of the packet order. Of course, this assumes that the receivers are able to infer the timing of the first transmission of a given packet. In the case of EUL as for other systems of similar design, some control information is sent in parallel with the data on a separate control channel (out-of-band). This control information is more reliable than the data and allows to identify the timing of the first transmission. Indeed, since the system is synchronous and since the control information includes a 2 bit transmission sequence number, if any of the first four control channel transmissions is decoded correctly, it would be possible to derive the exact timing of the first transmission.

If we assume a probability of error of 1e-2 for the control channel (E-DPCCH), which is probably on the high side, it will be possible to determine the timing of the first transmission with a probability of error of 1e-8, i.e. quite low. Even if the packets were to be discarded, the impact would be minimal.

Therefore, as long as the packets are time-tagged by the Node Bs based on the timing of the first transmission, no additional overhead would be needed for the purpose of re-ordering, combining and duplicate detection.

2.3.2
Missing Data detection and stall avoidance

The main problem with the time-only based scheme is that it does not allow to detect whether PDUs are delayed/missing or not. This implies that it is impossible to know when it is safe to deliver data to the higher layers, resulting in always delaying data even when the packets were all received in the correct sequence. 

It is therefore necessary to have some explicit Sequence Number sent with the payload. Any break in the sequence should be understood as implying that some data is missing. In that case the data delivery should be delayed to give time for these packets to be received. Since the HARQ scheme is not full-proof (e.g. NACK to ACK misinterpretations), there will be circumstances in which payloads will never be received correctly. The data delivery should therefore not be delayed indefinitely. In order to ensure that these cases are covered, some form of timer or transmission counter should be used to flush the data to the higher layers (e.g. re-ordering protocols used for HSDPA). These counters or timers should attempt to approximate the maximum out-of-sequence delay that is expected in the system. If they are too long then the data will be delayed un-necessarily. If they are too short then data that is delayed beyond this point will be unusable and will have to be discarded.

The TSN scheme should also allow for packets to be delivered immediately to the higher layers if there is no break in the sequence. For this to be possible it is necessary for the TSN space to be large enough that the probability of skipping an entire cycle would be extremely small.
3.
Discussion
3.1
General

As mentioned in section 2.3.2 above, in designing the system we need to ensure the following:
· The delay in delivering the data when there is a break in the TSN sequence is low, so as to minimize the delay, but is not so low that a large fraction of packets are discarded because they suffered too much delay.
· There is no delay in delivering data when there is no break in the TSN sequence. 

3.2
Synchronous Iub

Having a synchronous Iub would imply that the data reaches the SRNC a fixed amount of time after it is received at the Node B. Since this time would be known in the network, it could easily be compensated for in the re-ordering protocol. In that sense, from the re-ordering protocol point of view, it would be equivalent to having no delay between the Node Bs and the SRNC.

Therefore, the only delay variations and resulting out-of-sequence would be caused by HARQ. Since the transmission timing in a synchronous HARQ protocol is relatively tight (see table above), it is possible to only rely on a timer to flush data to the higher layers. This timer would be set to the maximum amount of out-of-sequence delay, i.e.: 

(max_re-transmissions -1) * RTT - TTI_duration

Below we have two figures illustrating the re-ordering process. Each color identifies the (re)transmission number based on the legend at the right of the figure.
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Figure 1: No Iub delay, no packet loss.
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Figure 2: No Iub delay, packet loss.

As can be seen, the delay in the two cases considered in this example is the same. The reason is that packet 0 completed the maximum number of re-transmissions that were allowed for this MAC-d flow. The re-ordering entity therefore had no reason to wait longer for this packet to be sent out.

The TSN sequence number will also need to be long enough to ensure that the likelihood of skipping an entire TSN cycle would be very low. There are two reasons why TSNs might be missing: lost or delayed packets. 

When HARQ is the only source of delay, packets that have not yet been received are either lost or are still in the process of being transmitted. Therefore, we might skip an entire TSN cycle, if we have the following property:

TSN_space < Nb_lost_packets + Nb_pending_Tx

Since the Nb_pending_Tx <= Nb_HARQ_Proc – 1, we have:

TSN_space < Nb_lost_packets + Nb_HARQ_Proc – 1

Nb_lost_packets > TSN_space – (Nb_HARQ_Proc – 1)
If we assume that packets can be lost with a probability of 1e-2 (worse case), then the probability of losing a packet is: 10-2*(TSN_SPACE – (HARQ_NB-1)).

The table below provides the probabilities for different TSN space sizes and numbers of HARQ processes:

	TTI/HARQ Processes
	TSN Length
	Error Probability

	2ms, 7 HARQ proc.
	3 bits
	1e-4

	
	4 bits
	1e-20

	10ms, 4 HARQ proc.
	3 bits
	1e-10

	
	4 bits
	1e-26


For 10ms TTI it would likely be enough to just have a 3 bit TSN value. However, if we want to maintain as much commonality as possible between the 2 and 10ms TTI, it would be preferable to use 4 bits.

3.3
Asynchronous Iub

In this case, buffering delays might be applied on the link between Node B and RNC on top of the HARQ delays. Therefore, the timer value would need to be extended by the corresponding amount. Let Iub_delay be a time that gives a good tradeoff between delaying data delivery and discarding data that arrives beyond this delay. The timer would therefore need to be set to:

(max_re-transmissions -1) * RTT - TTI_duration + Iub_delay

Note that some reduction in this timer value could be achieved by taking into account that the HARQ and Iub delays are un-correlated. However, we are not going to go into this discussion, as our objective is simply to show that the delay would need to be somewhat longer than what we would have for synchronous Iub.

Below we again provide illustrations based on the same example that we had for the synchronous case:
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Figure 3: Presence of Iub delay, no packet loss.

In the case illustrated in figure 3, the impact from the additional delay is not significant. The re-ordering entity just needs to wait for the packet to arrive before being able to deliver the entire set of data to the higher layers.
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Figure 4: Presence of Iub delay, packet loss.

In figure 4 on the other hand, since packet 0 was lost, data is available for delivery much earlier than it is actually flushed to higher layers. This additional delay is due to the need to increase the flushing timer.

The TSN space would also need to be expanded in order to accommodate this additional delay. If we assume a worse case Iub delay of 100ms and an average number of transmissions per packet equal to half the maximum, then the resulting TSN space for the different cases identified above would need to be:

	TTI Duration (ms)
	HARQ RTT (TTIs)
	Max # Tx
	Out-of-sequence delay (ms)
	Tot Out-of-sequence delay (ms)
	Average Txs per packet
	TSN space

	2
	5
	4
	28
	128
	2
	32

	2
	6
	4
	34
	134
	2
	33.5

	2
	7
	4
	40
	140
	2
	35

	2
	8
	4
	46
	146
	2
	36.5

	2
	5
	5
	38
	138
	2.5
	27.6

	2
	6
	5
	46
	146
	2.5
	29.2

	2
	7
	5
	54
	154
	2.5
	30.8

	2
	8
	5
	62
	162
	2.5
	32.4

	10
	3
	2
	20
	120
	1
	12

	10
	4
	2
	30
	130
	1
	13

	10
	3
	3
	50
	150
	1.5
	10

	10
	4
	3
	70
	170
	1.5
	11.33333

	10
	3
	4
	80
	180
	2
	9

	10
	4
	4
	110
	210
	2
	10.5


Note that the TSN space considered here does not take into account any packet loss. Given how low the residual error rate would be, the packet loss would likely only increase the TSN space requirement by a few packets. 

For 2ms TTI, the TSN space requirement is anyway larger than 32, requiring a TSN field length of 6 bits, which would more than cover any packet losses. For 10ms TTI, the TSN space requirement at this point is around 13. Therefore, 4 or most likely 5 bits would be needed for the TSN in that case.

3.4 Summary

· Time-tags can be used for re-ordering packets.

· An explicit sequence number is needed to help detect missing packets and to allow the delivery of packets which are already in sequence.

· Presence of Iub delay variations results in:

· Need for larger TSN.

· Higher delays in delivering packets that are in sequence when an earlier packet is lost.

4.
Proposal

4.1
High level description
The main problem with handling variable Iub delays is the additional delay in delivering available packets when a packet has been terminally lost. One way to address this problem is to allow the Node-B to report on the TSNs of the packets that it has received within the frame protocol. This information is relatively small and would allow to run the re-ordering algorithm independently of the reception of the packets themselves.

This would have a number of advantages:

· Isolates re-ordering algorithm from Iub delays.

· Gives better performance when packets are actually lost.

· Allows the RNC to decide how long to wait for data in full knowledge of the quantity of data that it represents and also whether it would complete the sequence, making RLC re-transmissions un-necessary. 
The figure below illustrates the advantage of this scheme in the case where a packet is actually lost.
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Figure 5: Presence of Iub delay, packet loss, independent re-ordering.

In figure 5, one can see that the packets with sequence numbers 1 through 4 can be delivered earlier, causing an RLC re-transmission for the PDUs in packet 0 to be requested.

4.2
Detailed proposal
In order to implement this solution, it would be necessary to send in a timely fashion, on the frame protocol, information on all the payloads that were received at the Node B, even if these need to be delayed because of lack of resources on the Iub. 

For example, the following information could be sent on the frame protocol together with the data that is occupying the Iub:

· Packet ID (larger number that would allow to identify the packet later on)

· DDI for received MAC-es PDU

· TSN for received MAC-es PDU

· Size of the packet (optionally – might be useful to refine RNC behavior)

This information can be used to identify the appropriate re-ordering entity and to define the handling of packets that will be received over time. The output of the re-ordering process would be a mapping between the packet ID and the order in the sequence. This mapping should also identify packets that were identified as lost so that they do not hold up the delivery of packets. When the packets are actually sent on the Iub, they could be associated only with the DDI and the packet ID. The latter would identify their position in the sequence.

The buffer holding the data can decide how long to wait for each payload depending on its criticality. But this decision can be based on precise knowledge of the available data and not on the possibility that some data may have been delayed further because of delays on the Iub

5.
Conclusion

In this document we have identified a limitation of the current re-ordering scheme when operating with variable buffering delays on the Iub. The impacts of this limitation are:
· Need for larger TSN.
· Higher delays in delivering packets that are in sequence when an earlier packet is lost.
· No prior information on the delayed packets

In order to address these limitations it is proposed to send some basic information on the received packets in the frame protocol and to run the re-ordering process directly on these. The output of this process would be a mapping of the packets onto a sequence. The packets can then be delivered to the higher layers as they are received on the Iub/Iur, with full knowledge of what data is actually available.

The only disadvantage of this approach is the need for some additional overhead on the backhaul. In our opinion, such a scheme is required to efficiently support asynchronous transmissions on Iub.
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