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1. Introduction

During the RAN1/RAN2 joint session at RAN2#43 in Prague, some discussion was held on node B scheduling and some progress made on the structure of the scheduling signalling. This discussion was continued during RAN1#38bis in Seoul, during which RAN1 made a working agreement as outlined in [1]. Some important aspects of this agreement are as follows:

· The working assumption is subject to a satisfactory solution being identified for handling node B resource limitations

· According to the working assumption, absolute grants are only sent from a serving cell.

In [1], RAN2 are asked to conclude on a method for handling node B resource limitations in SHO. This paper outlines the issue, and proposed solutions for resolving it.

2. Managing node B resource limitations and RoT overshoot in SHO

According to the RAN1 working assumption, only one cell is responsible for sending absolute grants to a UE. Absolute grants allow for a step change in the interference level and data rate assigned to the UE. Therefore non serving node Bs will not be aware of a step change in a UEs data rate until the E-TFRI is received with the subsequent transmission. The non serving node Bs must find sufficient processing resources to decode the transmission within a short period of time, or must drop the transmission. In particular if the system is being operated in a “time and rate” mode, in which absolute grants with short durations are given, or if  absolute grants are used for high priority data then dropping TTIs is not desirable. Furthermore, the non serving node Bs have not planned for the rise in interference caused by a UE increasing its rate. Thus sudden interference changes that are unplanned may occur in the other cells, leading to inefficient scheduling and data loss

3. Solutions overview

This section outlines some of the proposed solutions for the SHO issue, as discussed in RAN1:

3.1. Common “Overload indicator”

Surrounding cells are allowed to transmit a 1 bit “overload indicator”, that indicates if the interference rise or processing load they are experiencing has become too high. The indicator is broadcast by the cell to all of it’s SHO UEs. UEs for which the cell is not the primary serving cell respond to the overload bit by decreasing their node B scheduling restriction. From the UE point of view, overload bits from non primary cells take priority over grants from the primary cell. Thus non primary cells can use the overload bit to cause their SHO UEs to reduce their transmit power and rate and rectify the overload situation.

3.2. Dedicated “Overload indicator”

In this solution, dedicated indicators are sent from non primary cells to UEs indicating that a node B processing resource or RoT overload condition has occurred and requesting individual UEs to reduce their data rates. Dedicated indicators are similar to sending relative grants from non serving cells and allow for more specific control over which UEs reduce their data rates

3.3. UE “mirror” signalling

In this solution, UEs in SHO apply absolute grants 1 scheduling interval later than UEs that are not in SHO. On receiving an absolute grant, and possibly “overload indicators” from surrounding cells, SHO UEs signal to other node Bs in their active set (this may be all node Bs in the AS, but will typically be fewer) the resource limit that they will assume. Since the point in time at which SHO UEs actually apply the limit is delayed compared to non SHO UEs, the non serving node Bs have the opportunity to plan their processing resources and RoT rise and re-allocate to non SHO UEs accordingly.

This 3 stage process is depicted in Figure 1. In this case, the overload indicators are not used to indicate an actual overload situation, but rather that a non primary node B needs to prioritise non SHO UEs and hence that allocations to SHO UEs should be reduced. A rule could be defined to indicate under what circumstances a UE listens to an overload indicator and ignores or reduces an absolute grant. Using this rule, non serving cells can influence the restriction assumed by a UE, but a situation in which an SHO UE cannot get a data rate allocation because at least one of its active set node Bs blocks it is avoided.

In [2] a signalling structure for incorporating the “mirror” approach, that does not require a difference in signalling between SHO and non SHO was proposed.
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Figure 1 UE “Mirror” based SHO scheduling

4. Evaluation of the solution possibilities

Overload behaviour

The first two solutions require an overload condition to actually occur before it can be rectified. This means that either the RoT allocated in the cell must be lower than the maximum possible RoT, or RoT violations occur frequently with associated data loss. Furthermore after the overload condition has been dealt with, it is not clear that a new overload situation will not simply arise a few TTIs later as UEs that have had their data rates reduced request rises. The “mirror” solution can avoid overload occurring because the node Bs can proactively manage their RoT and processing resource situation rather than being simply forced to react to interference from SHO UEs. This means a higher level of RoT can be allocated without causing data loss, leading to higher cell throughput.

Fairness

With the first two solutions, there exists a relatively high probability that at least one active set node B is operating close to it’s overload limit and prevents a high data rate being allocated to SHO UEs. Furthermore, with the common “overload indicator”, allocation of a high data rate to one SHO UE leads to the rate available to all UEs being reduced, regardless of their priorities and may lead to QoS issues. If the “mirror” scheme is operated with “overload” bits and some form of conservative rule as to how they may be interpreted, the above situations can be better managed by the scheduling node Bs.

Request-Grant Delay

The “mirror” scheme leads to a delay of a scheduling interval in a “request-grant” procedure. However if the overload indicator schemes lead to frequent overload situations, then it may not be straightforward to make absolute grants to UEs since they will either be vetoed in the case of a dedicated overload indicator or reduced in the case of a common one, and so UEs will have to be more slowly ramped up to high data rates, leading to a higher overall request-grant delay than with the mirror procedure. Hence delays in request-grant can also easily occur with the “overload indicator” proposals.

Signalling overhead

The “mirror” solution requires signalling in the uplink that is not required by the other two solutions, causing more interference. However it enables a more efficient utilisation of RoT than the other schemes.

RoT utilisation

To avoid frequent overload situations and instabilities, the “overload indicator” schemes must operate with a maximum RoT rise lower than the desired absolute maximum. Since the “mirror” scheme is able to avoid overloads arising, it can be operated at a higher RoT level, giving greater cell throughput.

Node B resource management

The “mirror” solution enables node Bs to plan their resources, thus reducing the overall pool of processing resources required. This is particularly important in situations for which the node B cannot simply drop TTIs, such as the use of absolute grants for urgent data or time & rate scheduling. Also the efficiency of  scheduling node Bs is increase, since they would also be subject to uncertainty on the data rate assumed by their SHO UEs in a solution involving overload indicators only. 

5. Conclusion

The proposals on dealing with the problem of node B resource and RoT management in SHO have been presented and analysed. The so called “mirror” solution offers multiple advantages for node B resource management, RoT utilisation and fairness. Therefore it is proposed that the “mirror” approach to UE behaviour and signalling in SHO be decided by RAN2 and the decision communicated to RAN1.
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