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1 Introduction

In the joint RAN1/RAN2 session in Release 6 Ad-hoc meeting in Cannes numerous issues on different solution possibilities for uplink scheduling of the E-DCH were listed. As the list was quite exhaustive and people can have little bit different understanding of different terms, we believe it is best that we first agree on very basic principles of uplink scheduling, with out looking the exact signalling solution. After principles are agreed the suitable signalling solution can be sought and different solutions supporting agreed principles could be compared. 

2 Scheduling in Node B

As there seems to be numerous different methods to perform scheduling and only the required signalling is to be defined in 3GPP standards, i.e. not the scheduling algorithm used in Node B, the following issues needs to be studied and agreed before details of signalling can be addressed. 

1. Priorisation in Node B scheduling

2. Channel selective scheduling

2.1 Priorisation in Node B Scheduling 

When the Node B performs scheduling decision based on uplink grant request (the term grant request is here used as general term) received from different UEs, the question rises on which level the Node B differentiates different requests.

The first option, a very simple scheme where the Node B does not make any differentiation between different requests received from different UEs but simply gives some portion of the available capacity to the request received first. As this solution is very simple, the implementation of such algorithm in the Node B is straightforward and the signalling requirements for grant request can be simplified in the specifications. However, this kind of solution does not take account relative priorities between different services in any way and thus all radio bearers mapped to E-DCH would have same priority in the Node B scheduler. As this solution does not give possibilities to give higher QoS for streaming and interactive services compared to background services in Node B scheduling, more sophisticated solutions should be considered.

The second option would be that Node B knows the relative priority of each UE compared to the other UEs. In this case the Node B scheduler could take this relative priority into account when performing the scheduling decision based on different rate grant request from different UEs. When every UE has only one MAC-d flow allocated and only one priority is transmitted in that MAC-d flow this solution would work fine. However, if multiple MAC-d flows were allocated serving different Radio Bearers with different priorities this solution would not work in the optimal way, as Node B scheduler would not be able to differentiate between different MAC-d flows as only the relative priority of each UE is known by the Node B. 

For example, UE#1 has interactive and background RABs allocated and mapped on separate MAC-d flows and UE#2 has only one background RAB allocated. When Node B receives grant request from UE#1 it cannot know for which MAC-d flow the grant was requested and if UE#1 has higher priority compared to UE#2 as it has the interactive RAB, the UE#1 would always considered as higher priority than UE#2 in Node B scheduler even though the UE#1 would have background data to send. Naturally, if UE#1 and UE#2 would have same priority in Node B scheduler the interactive RAB allocated for UE#1 would not have higher priority compared background RABs. Thus taking into account current working assumptions agreed in RAN2, the prioritisation just between UE is not an optimal solution, but would not require any support signalling from the UE to the Node B. 

The third option is that the Node B knows the relative priority between different MAC-d flows of different UEs. The Node B scheduler could take this relative priority of different MAC-d flows into account when performing the scheduling decision based on different rate grant requests from different UEs, if UEs are making grant request per MAC-d flows. This solution would work fine if only one priority level is transmitted inside one MAC-d flow, however if multiple priorities could be transmitted inside on MAC-d flow by MAC-d multiplexing, this solution would face similar problems as the second option and could complicate the signalling between the UE and the Node B.

The fourth option, each MAC-d flow would have priority queues for different priorities in MAC-e of the UE and the Node B knows the relative priority of each queue. The Node B scheduler could take this relative priority of different MAC-d flows into account when performing the scheduling decision based on different rate grant requests from different UEs, if UEs are making grant request per priority queue. Thus this solution would not set any restrictions on possible MAC-d multiplexing options. However the full flexibility, introduces some extra complexity as priority queue distribution and multiple priority queues per MAC-d flow would be needed in UEs, and on the network side the reordering would be needed to be done separately for each priority, i.e. each priority would need separate reordering buffers, compared to solution 3 where only one priority queue and reordering buffer is needed per MAC-d flow in UE and in SRNC. If the re-ordering is done on logical channel level, separate re-ordering distribution is not needed, as there would be one re-ordering queue per logical channel after MAC-e and MAC-d de-multiplexing. Naturally also signalling to deliver needed information from the UE to the Node B would have to be introduced.

From signalling complexity point of view the solution 1 and 2 would be the simplest ones, as no priority information would have to be included in rate grant requests. The solution 3 and 4 are quite identical as the introduced complexity of indicating priority per MAC-d flow or per priority queue is in quite same level. The main difference is that the number of MAC-d flows could be quite restricted compared to number of logical channels allocated to the UE and thus grant request signalling could be optimised for lower differentiation level. For both solutions some kind of Service priority indicator (SPI) solution as done in HSDPA could be adopted. 

Even though solutions 3 and 4 could be quite challenging for the grant request signalling point of view it is clear that these solutions would be best from quality of service differentiation point of view, and methods to optimize the signalling could be found. One solution to optimize signalling e.g. could be that when UE is not transmitting at all on allocated E-DCH, the first transmission with default configured bit rate on E-DCH could be interpreted in Node B as grant request from that UE on specific MAC-d flow or priority queue. 

2.2 Channel selective scheduling 

Fair rate or time scheduling does not need any channel quality information as it gives same time or rate for all RBs having same relative priority. However the fair scheduling is not the most efficient scheduling method to achieve the optimum system throughput. 

In channel selective scheduling the scheduling decisions are done for UEs in best channel conditions, so that only UEs in good channel will transmit. This method optimises the system throughput but UEs in bad channel condition get hardly any chance to transmit and thus the system is highly unfair.

In partially fair scheduling the scheduling decisions are done such away that most of the time UEs in good channel conditions are transmitting but UEs in bad channel condition get some transmission possibilities. Thus system throughput is optimised and the system fairness is still kept in some level.

It could be seen advantageous if standards could support all of these scheduling principles and the Node B could be aware of channel qualities of different UEs so that channel selective scheduling can be introduced. In HSDPA this was arranged by introducing Channel Quality Indicator (CQI) reporting in HS-DPCCH. 

As in HSUPA the channel selective scheduling is done based on the uplink channel quality and the Rel99 already includes the uplink SIR measurement it seems from the first look that the Node B has relevant information available for the channel selective scheduling.  However, as the SIR should be kept constant in the uplink the SIR measurement does not describe the path loss of the channel and thus something more is needed. The straightforward solution would be that new UE measurements related to used transmission power of the UE is introduced and reported to the Node B.  However, such solution could be quite devastating for gains introduced by channel selective scheduling in E-DCH as the frequent L1 signalling would be complex and power consuming especially in SHO situation and problematic in any power limited situation. 

3 Conclusions

It is proposed to discuss and find a working assumption on what is the priority differentiation between different UEs in the Node B. From Node B scheduling and QoS differentiation point of view the MAC-d flow or priority queue solutions would be the most suitable but they could also be the most expensive from the UE to Node B signalling perspective.

From the system capacity point of view the channel selective scheduling is interesting, if the required L1 signalling can be optimised, and required measurement accuracy together with reporting frequency can be reduced to suitable level. Thus it is proposed that channel selective scheduling is considered as one possibility for the HSUPA, only if requirement mentioned above can be met.  The final decision can be done after different schemes are evaluated and above requirements are weighted by relevant WGs. 

