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1. Introduction

During RAN2#38 meeting, the question whether MBMS really needs PDCP to compress headers was raised. 

The MBMS service is supposed to be multimedia, and not like VoIP the RTP packet size could be quite big, where header compression efficiency could be less significant. Moreover RTP packet is likely to be ciphered with an ESP header, and this further decrease the header compression efficiency. So with the above 2 restrictions, do we still have enough gain to implement ROHC in MBMS? This paper analyzes the expected header compression efficiency using simulation results provided in [1]. 
2.RTP packet size approximation
In [1], simulation results on the RTP packet size of video streaming service are shown. Basic simulation assumptions on the traffic characteristics are as follows.

· A PSS compliant [2] streaming server transmitting an H.263 + Profile 0, Level 10 encoded video stream.

· The frame rate is 15 fps

· 3 different packetization algorithms are simulated for comparison.

· One frame per RTP packet without packet size limitation. (hereafter referred as ‘frame’ algorithm)

· One GOB (row of Macroblocks) per RTP packet. (hereafter referred as ‘GOB’ algorithm)

· A target RTP packet payload size (=600 bits) is maintained by using H.263 Annex K slices (hereafter referred as ‘slice’ algorithm)

· 3 different rate control algorithms are simulated for comparison.

· Fixed-QP encoding (no rate control)

· Rate control designed for video streaming with some pre-decoder buffering constraints (referred to as StreamRC)

· TMN5 rate control (which is not optimized for video streaming)

For each rate control scheme, the simulation results for RTP packet sizes are given below. Please note that the network is assumed to be a perfect LAN with low, near-constant packet transmission delay and no packet loss, but the characteristics of the lower layer does not affect RTP packet size.
	1.A  (Fixed QP=10)       / LAN

IP Packet size (bytes)
	Average
	Standard Deviation
	Maximum
	Minimum

	III (Slice)
	106
	56
	181
	45


Table 1: simulation results on RTP packet size with Fixed-QP encoding

	1.B (LWRC) / LAN

IP Packet size (bytes)
	Average
	Standard Deviation
	Maximum
	Minimum

	I (Frame)
	573
	398
	4303
	67

	II (GOB)
	99
	88
	663
	43

	III (Slice)
	108
	56
	210
	45


Table 2: simulation results on RTP packet size with StreamRC rate control

	1.C (TMN 5) / LAN

IP Packet size (bytes)
	Average
	Standard Deviation
	Maximum
	Minimum

	I (Frame)
	595
	229
	3375
	62

	II (GOB)
	102
	79
	759
	43

	III (Slice)
	109
	56
	241
	45


Table 3: simulation results on RTP packet size with TMN5 rate control

The packet sizes above include the IPv4/UDP/RTP header, so the payload size will be 40 bytes less.

From the above results, following can be observed. 

1. The packet sizes are mainly affected by the packetization algorithm used. Different rate control algorithms do not make much difference.

2. The Frame packetization algorithm makes big RTP packets ranging from 67 to 4303 bytes with an average of 573 bytes.
3. On the other hands, GOB and Slice packetization algorithms produce relatively small packets with an average of around 100 bytes. 

For simplicity, only the ‘frame’ packetization algorithm and the ‘Slice’ algorithm with TMN5 rate control are considered for further analysis. Therefore the average RTP payload size is 555 bytes and 69 bytes respectively. The number of RTP packets generated per second is 15 in case of the ‘frame’ algorithm, thus we can deduce from the ratio between payload sizes of both schemes that the number of RTP packets generated per second is 120 (=15 * 555/69) per second in case of the ‘Slice’ algorithm.
3. ROHC compression efficiency
Let’s define compression efficiency as the ratio between the required bandwidths of a stream with and without header compression scheme.
To compute ROHC compression efficiency, following assumptions are made: 

· IPv6/UDP is used to transport RTP packet. 

· For simplicity none of IPv6 option fields are considered.

· ROHC is operating under U-mode.

· Periodic timeout for the downward transition to FO state is 0.1 sec

· Periodic timeout for the downward transition to IR state is 1 sec

· Every 10th downward transition to FO is superseded by the downward transition to IR state

· The number of consecutive IR packets before upward transition to SO state is 2.

· The number of consecutive IR-DYN packets before upward transition to SO state is 2.

· The size of IR packet is 65 bytes (IP/UDP/RTP full header + operating parameters)

· The size of IR-DYN packet is 20 bytes (excluding static part of IP/UDP/RTP header)

· The size of compressed header is 1 byte (UDP checksum is off, type 0 packet is used and CID is included in PID field of PDCP)

For 10 seconds, the amount of data transmitted without header compression is;

· Frame packetization scheme: 10 sec * 15 pps * (60 + 555) byte * 8 = 738,000 bits

· slice scheme: 10 sec * 120 pps * (60 + 69) byte * 8 = 1,238,400 bits
For 10 seconds, the amount of data transmitted with ROHC U-mode compression is

· Frame packetization scheme
· The amount of data transmitted as compressed RTP packet: 10 sec * 15 pps * (1+ 555) byte * 8  =  667,200 bits

· The amount of overhead data for ROHC header compression
· The number of IR packets transmitted is 20: 20 times * 65 bytes * 8 = 10,400 bits

· The number of IR-DYN packets transmitted is 200: 180 times * 20 bytes * 8 = 28,800 bits

· The total amount of data is 706,400 bits

· Header compression efficiency is 738000/706400 = 1.04
· Slice packetization scheme
· The amount of data transmitted as compressed RTP packet: 10 sec * 120 pps * (1+ 69) byte * 8  =  672,000 bits

· The amount of overhead data for ROHC header compression
· The number of IR packets transmitted is 20: 20 times * 65 bytes * 8 = 10,400 bits

· The number of IR-DYN packets transmitted is 200: 180 times * 20 bytes * 8 = 28,800 bits

· The total amount of data is 711,200 bits

· Header compression efficiency is 1238400/711200 = 1.74
With the above analysis, we do not see a big gain in header compression with the ‘frame’algorithm. But if the algorithm is ‘slice’, then significant gain is foreseen.
4. Is frame algorithm is suitable to be used in the air link?

The ‘Frame’ algorithm bears a problem when used over noisy links like a radio interface. 
An RTP packet in general corresponds to an RLC SDU, thus larger RTP packets will result in higher SDU error ratios. 

For example, let’s assume the following configuration: 

· RLC PDU size is configured as 640 bits.
· BLER in physical layer is maintained at 10e-2

· An RTP packet is segmented into 7.5 RLC PDUs on average with the ’Frame’ algorithm.

· An RTP packet is fit into a single RLC PDU on average with the ‘slice’ algorithm.
The SDU error ratio with the ‘Frame’ algorithm could be computed as below, which is the probability to receive any of 7.5 RLC PDUs not correctly.

· SDU error ratio = 1 – power {[1-(10e-1)], 7.5} = 7.26 * 10e-2

On the other hand, SUD error ratio with slice algorithm could be computed as below

· SDU error ratio = 1 – power {[1-(10e-2)], 1} = 10e-2
Above analysis indicates that more radio resources are needed to keep the same target SDU error ratio with larger RLC SDU sizes. So the ‘Frame’ is not a suitable packetization algorithm to be used for MBMS, where ARQ is not available. 
5. ROHC header compression efficiency with ESP

Another issue to consider for ROHC in MBMS is end-to end IP security. If ESP is used end-to-end, then the UDP/RTP header is not compressible, and header compression efficiency would decrease. 

Actually ROHC has a profile for ESP, and the profile compresses 48 bytes of IP/ESP header into 1 byte type 0 packet. With ESP option, the header format is IP/ESP/UDP/RTP, where ESP header is SPI (4 bytes) + SN (4 bytes), and only IP/ESP is compressible. 
So header compression efficiency for IP/ESP can be calculated as below.

For 10 seconds, the amount of data transmitted without header compression and with slice packetization scheme is;

· 10 sec * 120 pps * (48 + 20 + 69) byte * 8 = 1,315,200 bits

For 10 seconds, the amount of data transmitted with ROHC ESP profile and with slice packetization scheme is;

· The amount of data transmitted as compressed IP/ESP packet: 10 sec * 120 pps * (1 + 20 + 69) byte * 8 = 873,600 bits

· The amount of overhead data for ROHC header compression

· The number of IR packets transmitted is 20: 20 times * 53 byte * 8 = 8480 bits

· The number of IR-DYN packets transmitted is 200: 180 times  * 17 byte * 8 = 24480 bits

· The total amount of data is 906,560 bits

· Header compression efficiency is 1315200/906560 = 1.45
6. Conclusion

It is shown that header compression is still very efficient for video streaming services. The determined header compression efficiency for each analysed case is;

· IPv6/UDP/RTP encapsulation with ‘frame’ algorithm is 1.04, meaning that you can save bandwidth by 4 % with header compression. 

· IPv6/UDP/RTP encapsulation with ‘slice’ algorithm is 1.74, meaning that you can save bandwidth by 74 % with header compression.

· IPv6/ESP encapsulation with ‘slice’ algorithm is 1.45, meaning that you can save bandwidth by 45 % with header compression.

Since the ‘frame’ algorithm is not suitable to be used on noisy links, we can put the first case out of table. Thus significant gain is expected to be achievable with header compression even for multimedia services.  It is proposed to agree on using PDCP/ROHC header compression in MBMS. 
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