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1 Introduction

A multi-channel stop-and-wait (SAW) approach has been proposed as the scheme to implement HARQ. Its advantages include simplicity from a protocol standpoint and low signalling overhead with the choice of the right stop-and -wait scheme. However, it has been pointed out that one of the issues with multi-channel SAW is the potential to cause out-of-order delivery. Methods for handling the reordering memory problem have been proposed in [1].  This paper examines the required reordering memory size to achieve a desired level of performance in terms of achievable throughput and/or residual bit error rate.  

2. 
Simulation Details

In order to remedy the out-of-order delivery problem, it was proposed in [1] that a hard-memory reordering buffer be used to store out of order packets for in-order release to the higher layers.  
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Figure 1 Reordering Buffer

Figure 1 depicts the configuration of the TX buffer, N-channel HARQ buffer and reordering buffer.  The reordering buffer stores blocks released from HARQ until all preceding blocks have been successfully received. Reordering at the receiver requires that sequencing information is present to the reordering mechanism.   For the sake of this simulation, it is assumed that the sequencing is applied per MAC TTI.   

Two possible configurations of a reordering mechanism are examined, a one-sided (RX only) procedure and two-sided procedure.  

A one-sided procedure places requirements on the receiver only.  Generally, the RX reordering process’s responsibility is to accept all successful out-of-order HARQ blocks and store them in the reordering memory.  When in order blocks at the base of Rx Reordering Window are received, those blocks are released to a higher layer and the reordering window is advanced.  Whenever a new block is received that exceeds the reordering window, the reordering window is advanced to include this new block. Unsuccessful blocks that precede the reordering window are assumed to be lost.  All in-order blocks at the base of the new RX-reordering window are then released to higher layers forming a gap in the higher layer data stream. The lost blocks represent an increment in the residual error rate
.  Provided that the reordering buffer is large enough, the residual bit error rate may be sufficiently low such that the bearer traffic’s residual error-rate requirement is met.  A residual error rate of 10-4 is sufficient to achieve 99% good-put when TCP/IP is the application’s transport layer protocol.

A two-sided procedure places requirement on both the receiver and transmitter.  This two-sided approach is a super-set of the one-sided procedure as the receiver procedure is identical.  Further requirements are placed on the transmitter to avoid a discard event at the receiver.  Specifically, the transmitter is required to delay transmission of new blocks based on outstanding retransmission attempts.  The transmitter will forgo a new transmission attempt on a HARQ block if the difference between this new block and the oldest outstanding block exceeds the capacity of the UE’s reordering buffer. (This assumes that the reordering buffer size is fixed or is a UE capability and therefore known to the transmitter.)  The delay represents a stall in the transmission process.  The stall may be viewed as a lost opportunity to communicate data.  Therefore if the probability of stalling were Pstall, then the achievable throughput for that UE would be (1- Pstall) of the peak rate.  As long as Pstall is less than 1%, the UE may achieve 99% of the peak rate.  The two-sided approach represents a less stringent requirement than the one sided approach’s TCP/IP target of 10-4.

3.
Simulation Results

The one-sided and two-sided procedures were simulated explicitly to quantify the probability of dropping and the probability of stalling, respectively.  The radio channel was modelled using two methods.  First, it was modelled as independent process where each HARQ attempt will fail with a 25% probability regardless of the number of previous attempts.  However, this is overly pessimistic since the second and third attempt are much more likely to succeed than the first attempt.  A second method of modelling the HARQ process was based on a 3 mph rayleigh fading simulation where each transmission represented an increase in the attempted Eb/No.  The probability for success of the first through seventh attempt is shown for both approaches in Figure 2.  Note, that the probability of success increases dramatically with the 2nd attempt while the increase is diminished for the later attempts.    Each attempt represents an increase the total accumulated Eb/No by chase combining as defined by:
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The 2nd attempt provides a 3 dB increase in Eb/No, while the 7th attempt only provides a 0.67 dB increase in Eb/No.  

Figure 4 shows the dropping probability for the one-sided procedure using both HARQ modelling methods 1 and 2.  In all cases, the HARQ modelling method 2 has a lower requirement for reordering window size.  This advantage is expected since the latter attempts have a much higher probability of succeeded making it less likely for an old block to persistently fail. For N=2, a reordering window of 5 would provide the target dropping probability of 10-4.  For N=4, a reordering window of 13 would provide the target dropping probability of 10-4.  Finally for N=6, a reordering window of 20 would provide the target dropping probability of 10-4.  

Figure 6 shows the stalling probability for the two-sided procedure using both HARQ modelling methods 1 and 2.  As before, the HARQ modelling method 2 requires a lower reordering window size.  For N=2, a reordering window of 4 would provide the target dropping probability of 10-2.  For N=4, a reordering window of 9 would provide the target dropping probability of 10-2.  Finally for N=6, a reordering window of 13 would provide the target dropping probability of 10-2.  
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Figure 2 Probability of HARQ Attempt Failing for Radio Modelling Method 1 and Method 2.
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Figure 4 Probability of Dropping (one-sided procedure)
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Figure 6 Probability of Stalling (two-sided procedure)

The required reordering sizes for both the one-side and two-sided procedure are tabulated in Table 1.  For all N, the two-sided approach requires a smaller reordering memory size then the one-sided approach.   The tighter requirement on dropping (10-4) versus stalling (10-2) is the primary reason for the advantage.  Although the requirement is stricter for the one-sided approach, the required reordering memory size is not that much greater.  Therefore if the slight increase in memory is tolerated, the simpler one-sided reordering procedure would provide adequate service.  Another issue evident in the tabulated data is that reordering memory requirement is proportionately greater for larger N.  For N=2, the required reordering memory is little over two times N while for N=6 the required reordering memory is nearly 3 times N.  Therefore, there is an advantage to using larger TTIs and smaller N values.

Table 1
	Reordering Procedure
	N=2
	N=4
	N=6

	One-sided
	5
	13
	20

	Two-sided
	4
	9
	13


4.
Conclusions

This paper has examined the required reordering memory size to achieve a desired level of performance in terms of throughput or residual bit error rate.  It shows that a two-sided approach will require the lowest amount of reordering memory.  For N=4, only 9 blocks of reordering memory are required for the two-sided approach.   However, the simpler one-sided approach may be used if a slight increase in reordering memory is tolerated.  For N=4, only 4 additional blocks of reordering memory would be required.  Finally, it was shown that the required reordering memory is smaller for  fewer HARQ channels (N). Therefore, there is an advantage to using larger TTIs and smaller N values.
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� For residual bit error rate, it is assumed the RLC is configured in unacknowledged mode.  However, the RLC may be used to reduce the residual bit error rate even further.
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