[bookmark: _GoBack]3GPP TSG-RAN WG2 Meeting #126        	                       R2-2405027
Fukuoka, Japan May 22nd-26th, 2024

Agenda item:	8.1.4
Source:	CMCC
Title:	Discussion on data collection for UE-sided model training
WID/SID:	NR_AIML_air
Document for:	Discussion
1 Introduction
The study objective on data collection for UE-sided model training was approved in [1]. 
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 


During R18 study phase, RAN2 discussed how the OTT server to collect data for UE-sided model training, including direct way and indirect way (via CN or OAM) but had no recommendations agreed. The discussed proposals are captured in TR 38.843 [2]. In addition, RAN2 also discussed the data collection requirements but had no consensus.
	7.2.1.3.2	Data collection for UE-side model training 
The following proposals were discussed in RAN2: 
1.	UE collects and directly transfers training data to the Over-The-Top (OTT) server;
1a)	OTT (Transparent)
1b)	OTT (non-Transparent)
2.	UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.
3.	UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.


In last meeting [3], RAN2 discussed the clarification of solutions and had the following understanding. Furthermore, the post email discussion [POST125bis][020][AI/ML PHY] UE side data collection (Mediatek) discussed the termination entity, controllability, visibility, privacy, etc.
	=>	need to better define what is control of data collection in MNO and visibility of data content in MNO.  
=>	understanding is that OTT is outside of MNO


In this contribution, we will discuss the related aspects on data collection for UE-sided model training.
2 Discussion
2.1 Requirements on data collection for UE-sided model training
From the perspective of operator, the UE privacy and data security are essential requirements. 
In order to support AI/ML model training at OTT server, at least the following principles should be applied to address user privacy issue:
· The data collection procedure should be terminated within MNO and controlled by MNO, i.e., data collection entity is within MNO trusted domain, e.g. CN, OAM. 
· The collected data should be interpretable by operator, i.e. the collected data should be comprehend by operator and the container transparent to 3GPP is not acceptable. 
· The collected data needs to be anonymized before transferred to the third entities (with an SLA with the MNO) outside the MNO network, i.e. MNO has the ability to modify the collected data. The subscriber information needs to be removed, similar as what we do for MDT reports anonymization.
Proposal 1: For data collection for UE-sided model training in OTT server, at least the following requirements should be satisfied:
· The data collection procedure should be terminated within MNO and controlled by MNO, i.e., data collection entity is within MNO trusted domain. 
· The collected data should be interpretable by operator, i.e. the collected data should be comprehended by operator and the container transparent to 3GPP is not acceptable. 
· The collected data needs to be anonymized before transferred to the third entities (with an SLA with the MNO) outside the MNO network, i.e. MNO has the ability to modify the collected data. 

2.2 Understanding on potential solutions
During the post email discussion on UE side data collection [4], companies discussed the location of the server for UE-side data collection, (first) termination entity, etc. for each solution.
For solution 1b), i.e. UE collects and directly transfers training data to the OTT server via non-transparent way, majority of companies think the server for UE-side data collection can be inside or outside of MNO.
However, in our understanding, if the server for data collection is outside of MNO, solution 1b) is the same as solution 1a), since the collected data is directly transferred to the external server. And if the server is inside of MNO, solution 1b) can be reflected to solution 2 and 3, since the collected data firstly are terminated within MNO, and then transferred to the OTT server for training.
Observation 1: For solution 1b), we understand that if the server for data collection is outside of MNO, solution 1b) is the same as solution 1a), and if the server is inside of MNO, solution 1b) can be reflected to solution 2 (CN) and solution 3 (OAM).
Based on the above analysis, we suggest to remove solution 1b) for further discussion.
Proposal 2: It is suggested to remove solution 1b) for further discussion.

2.3 UE-sided model training location
During R18 study, RAN2 only agreed that UE-sided model is trained at OTT server during the discussion on mapping of AI/ML functions to physical entities, but no conclusion on NW side for UE-sided model training, e.g. gNB, OAM, CN.   
However, RAN1 agreed that the training location can reside UE-side, NW-side and neutral site, and discussed the following cases for model delivery/transfer with different training location. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top.
	Outside 3GPP Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format.
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format.
	3GPP Network
	NW-side

	z3
	model transfer in open format.
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.
	3GPP Network
	NW-side

	Note:	The definition of various Cases is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.


In RAN1#116 and #116bis meeting, RAN1 agreed to deprioritize case z5, z2, and z3 in Rel-19. During RAN1 discussion, majority of companies think case z4 is a feasible solution for model transfer/delivery in R19 where the training location is at NW side. 
	RAN1#116 Conclusion:
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.  

RAN1#116bis Conclusion
From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:
· Risk of proprietary design disclosure
· Burden of offline cross-vendor collaboration 
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):
· No much benefit compared to Case y
· Risk of proprietary design disclosure
· Large burden of offline cross-vendor collaboration
· Additional burden on model storage within in 3GPP network


Observation 2: RAN1 agreed that the UE-sided model can be trained at UE-side, NW-side and neutral site.
Therefore, based on RAN1’s progress, the UE-sided model can also be trained at NW side. For beam management use case, we think at least gNB and OAM can train the UE-sided model, and for positioning use case, at least LMF can train the UE-sided model.
Proposal 3: RAN2 to align with RAN1 agreement that, the UE-sided model can also be trained at NW side, e.g. at least gNB and OAM for UE-sided model training for beam management use case, at least LMF for UE-sided model training for positioning use case.

3	Conclusion
Here are the observations and proposals for data collection for UE-sided model training.
Requirements on data collection for UE-sided model training
Proposal 1: For data collection for UE-sided model training in OTT server, at least the following requirements should be satisfied:
· The data collection procedure should be terminated within MNO and controlled by MNO, i.e., data collection entity is within MNO trusted domain. 
· The collected data should be interpretable by operator, i.e. the collected data should be comprehended by operator and the container transparent to 3GPP is not acceptable. 
· The collected data needs to be anonymized before transferred to the third entities (with an SLA with the MNO) outside the MNO network, i.e. MNO has the ability to modify the collected data. 
Understanding on potential solutions
Observation 1: For solution 1b), we understand that if the server for data collection is outside of MNO, solution 1b) is the same as solution 1a), and if the server is inside of MNO, solution 1b) can be reflected to solution 2 (CN) and solution 3 (OAM).
Proposal 2: It is suggested to remove solution 1b) for further discussion.
UE-sided model training location
Observation 2: RAN1 agreed that the UE-sided model can be trained at UE-side, NW-side and neutral site.
Proposal 3: RAN2 to align with RAN1 agreement that, the UE-sided model can also be trained at NW side, e.g. at least gNB and OAM for UE-sided model training for beam management use case, at least LMF for UE-sided model training for positioning use case.
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