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1	Introduction
This contribution provides our view on LCM for POS use case according to the following objective in WID [1].
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· [bookmark: _GoBack]AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases


2	Discussion
According to WID [1], there are five positioning sub use cases, which can be summarized as below.
	Case 
	Positioning type
	Model entity
	AI/ML for Pos type 

	1  (1st priority)
	UE-based positioning
	UE-side model
	Direct

	2a (2nd priority)
	UE-assisted/LMF-based positioning
	UE-side model
	assisted

	2b (2nd priority)
	UE-assisted/LMF-based positioning
	LMF-side model
	Direct

	3a (1st priority)
	NG-RAN node assisted positioning
	gNB-side model
	assisted

	3b (1st priority)
	NG-RAN node assisted positioning
	LMF-side model
	Direct



At the last RAN2 meeting, the following agreements were made for the use case 3a/b with gNB/LMF-side model.
	For POS, RAN2 assumes gNB or LMF could perform performance monitoring for case 3a and LMF is responsible for the performance monitoring for case 3b and wait for any further inputs from other WGs
For POS, RAN2 assumes that NRPPa is used for the signalling between gNB and LMF for case 3a and 3b and the detailed signalling design is up to RAN3.


According to the agreement above, we do not see any potential RAN2 spec. impact for the case 3a/b (with gNB/LMF-side model). Thus, from RAN2 perspective, the case 3a/b can be deprioritized compared to the case 1 (with UE-side model). Also, since the case 2a/b already have 2nd priority according to WID [1], RAN2 can focus on the use case 1 for now and further discuss other cases later. 
Proposal. 1: For POS use cases, RAN2 can prioritize the discussion on the case 1 over other cases.
Based on the observation above, we discuss the LCM aspect mainly considering the case 1 with UE-side model in the following part.
2.1 UE capability reporting for functionality
Regarding the UE capability reporting, the following agreements were made at the last meeting.
	1.	Which AI/ML-enabled Features/FGs and functionalities are supported should be standardized. The details wait for RAN1’s progress.  “supported” means that the UE is capable of supporting the functionality and doesn’t mean neccesarily that the UE has the model available.  FFS what functionality refers to.  
2.	Supported AI/ML-enabled Features/FGs and supported functionalities are included in UE capability.



For the POS case 1, we think the functionality can refer to UE location estimate based on the output of AI/ML model for direct positioning. Also, according to the agreement above, the UE can include the supported AI/ML-enabled functionalities in UE capability. More specifically, for positioning use case, the UE can report the UE capability information to the LMF via LPP ProvideCapabilities. 
Proposal. 2: For POS use case, the UE can report the supported AI/ML-based functionalities to the LMF via LPP ProvideCapabilities message.
Proposal. 3: For POS use case 1 (Direct positioning with UE-side model), the functionality can refer to UE location estimate based on the output of AI/ML model for direct positioning.
Also, as described in the agreement, it should be noted that the UE may not have any available models for the functionality even if it reports the support of that functionality to LMF. In other words, the supported functionality in the UE capability is not sufficient condition but necessary condition for the functionality application. 
2.2 Configuration of functionalities
From the study item, it is clear how functionality should be considered from configuration point of view. NW configuration of functionality provides a set of parameters for UE to enable a certain AI/ML related option. More specifically, in the POS case 1, the LMF can request UE to estimate its location using AI/ML model. For that, the LMF can include some indication to request the AI/ML-based location estimate in LPP RequestLocationInformation. 
Proposal. 4: For POS use case, the LMF can configure AI/ML-based functionalities to the UE via LPP RequestLocationInformation.
Proposal. 5: For POS use case 1 (Direct positioning with UE-side model), the LMF can request the UE to estimate the location using AI/ML model and report the result via LPP RequestLocationInformation.
When facing the positioning request from service, the LMF needs to determine whether to use/apply the AI/ML-based method or not for the request. For that, the LMF can check whether the POS QOS requirement (e.g., requirement on accuracy/latency) can be satisfied with the AI/ML-based method, which can depend on the model capability captured in the TR (e.g., positioning accuracy quality and model inference latency). Thus, the UE can report the capability of AI/ML model to the LMF for the cases with UE-side model (i.e., Case 1/2a). However, it seems difficult for RAN2 to discuss what specific information should be considered for the model capability since the evaluation for AI/ML-based POS has been done in RAN1. RAN2 can wait for RAN1 input for model capability. 
Observation. 1: For the POS case 1/2a with UE-side model, the UE can report the capability of AI/ML model to the LMF.
Proposal. 6: RAN2 wait for RAN1 input on model capability for the POS case 1/2a with UE-side model. 
On top of the model capability, the requirement on the AI/ML model could be another factor to impact whether the AI/ML-enabled functionality is actually applicable or not, e.g., an AI/ML model may require certain air interface resource to obtain the measurement/assistance information to facilitate the model operation or have some validity conditions (e.g., applicable area/scenario/environment), or certain computation/storage/power/processing time requirement is needed. Thus, for the UE-side model case, the UE should be able to report the applicable functionalities to LMF for the proper configuration. Regarding this aspect, RAN2 made the following agreement at the last meeting.
	1	Support proactive reporting of UE-sided applicable functionality, e.g., the UE reports its applicable AI/ML functionalities via UAI message/LPP message.  
2	Support reactive reporting of UE-sided applicable functionality.  The NW configures AI/ML functionalities via RRC/LPP message.  FFS what the configuration contains. FFS how to report applicable functionality and what is applicable functionality 
3	FFS how the two approaches will be specified and whether we can combine them into one procedure.    FFS how to report applicable functionality, what is applicable functionality, how the UE determines which function is applicable or not (if it is needed)



Potential procedures are illustrated in Figure 1 for proactive and reactive approach respectively. In case of proactive approach, in step 2, the LMF provides additional conditions (e.g., DL-PRS configuration) for the UE who supports the concerned functionalities indicated in UE capability signalling. This can be done via LPP ProvideAssistanceData message as in the legacy POS procedure. UE can determine the actual applicable functionalities and report applicability related information at step 3. In our view, the UE can report the applicability information via LPP ProvideCapabilities message that is already used to report dynamically changing UE’s status like remoteUE-Indication-r18. Based on applicability related information, the LMF configures applicable functionalities. More specifically, in the POS case 1, the LMF can request UE to estimate its location using AI/ML model via LPP RequestLocationInformation message. In case of reactive approach, in step 2, the LMF provides the assistance information that can be also used for additional conditions via LPP ProvideAssistanceData. And the LMF provides the configuration of identified functionalities from UE capability signalling. After this step, the UE provides applicability related information. In step 5, NW should update applicable functionalities based on UE’s applicability related information. Remaining steps are the same as proactive approach. With this comparison, there is no clear reason to go with reactive approach because functionality cannot be applied without UE’s confirmation. 


Figure 1. Potential procedure for proactive/reactive approach
Observation. 2: For the POS case 1/2a with UE-side model, the UE can report the applicability of AI/ML-enabled functionalities to the LMF.
Observation. 3: There is no clear motivation of considering the reactive approach since functionality cannot be applied without UE’s confirmation anyway.
Proposal. 7: RAN2 consider the proactive approach as baseline for the report of applicable functionalities.

2.3 Model Determination/Selection
For UE-side model case, the UE can have multiple AI/ML models that are applicable for the same functionality. In that case, one of the models should be selected to use when the AI/ML functionality is configured/applied. For the model selection, we can consider the following options:
· Option 1: The UE decides which model to use among the applicable models. 
· Option 2: The UE decides which model to use among the applicable models and indicates it to the LMF.
· Option 3: The LMF decides which model to use among the applicable models and indicates it to the UE.
For the option 1, the UE can decide one model to use among the applicable models. For applicability check, the LMF can provide some assistance information (e.g., additional condition like DL-PRS configuration) or some criteria (e.g., POS QoS requirement on accuracy/latency) to UE and the UE checks whether each model is applicable or not for the functionality. 
The option 2 is almost same with the option 1 except the point that the UE can indicate the selected model to the LMF. However, we don’t see any reason why the LMF should be aware of the model used at the UE side. In our view, the model used at UE side can be transparent to the LMF as in the case of option 1 unless the LMF decides which model to use as in the option 3.
For the option 3, the LMF can decide which model to use among the applicable models and indicates it to the UE. In this case, the LMF should be able to check whether each model at the UE side is applicable or not for the functionality first. For the applicability check, the LMF needs to know not only the NW-side additional conditions but also the UE-side conditions. However, it seems ineffective/impractical for UE to provide the UE-side additional conditions (e.g., requirement on computation/storage/power/processing) for the LMF. 
Based on the discussion above, the option 1 seems most reasonable. However, we can wait for input from RAN1 since this issue is still under discussion in RAN1.
 Proposal. 8: RAN2 wait for RAN1 input on which entity to perform model determination/selection.
2.4 Performance monitoring
For UE-side model case, the UE who deploy the model can do performance monitoring as baseline, but it may not be the only entity for performance monitoring. From our understanding, RAN1 is still considering at least the LMF as another monitoring entity for UE-side model case. 
The discussion on which entity to perform performance monitoring for UE-side model case is actually associated with the discussion on what monitoring metric to use for the performance monitoring. Now RAN1 is discussing three types of monitoring metrics as below.
· Model output based: This type is most straightforward one which is based on the comparison between model output and label. For this, the monitoring entity should be able to have both model output (e.g., estimated location from AI/ML) and label (e.g., known location or estimated location from other methods). 
· Model input based: This type is using the feature of input data matching or not to decide whether the AI model is still applicable to the current situation. This is more like stochastic way to monitor the model, which may require the AI model shows some certain connection with the input data characteristic, e.g., certain distribution etc. 
· Other (measurement) based: This type is usually consisting of side information which associates the AI model. Such side information could be reflected by other measurement instead of the measurement for data input. For example, if certain SNR level or RSRP level shows for an AI model characters, based on the measurement of the non-AI used reference signals can also represents the current SNR or RSRP level, which could be used for the monitoring.
For ‘model output based’ type, we think either the UE operating AI/ML model or LMF can perform the monitoring. In the case of UE-side monitoring, the UE can compare the model output and the label (coming from other methods). By this monitoring comparison, the gap between AI model output and other method output can be used as an indirect indicator for model performance. On the other hand, for the LMF-side monitoring, the LMF can monitor the performance of the AI/ML model based on the comparison from PRU’s model output and the label. In this case, there can be some restriction that the PRU should use the same/similar AI model as the operating UE and be located nearby.
For both ‘model input based’ and ‘measurement based’ type, it seems reasonable for the operating UE to perform the monitoring. In the UE-based positioning, the UE is usually required to report only the estimated location not the measurement results. Also, the model input data (e.g., CIR, PDP, DP) size would be quite large. That means the LMF-side monitoring can lead unnecessary signalling overhead and does not make sense.
With all three types, the UE operating AI/ML can perform the performance monitoring. On the other hand, the LMF-side monitoring may not be reasonable in some cases. Thus, we think that the UE-side performance monitoring can be the baseline in the POS case 1/2a with UE-side model. 

Proposal. 9: The UE monitors the performance of its UE-side model as baseline for the POS use case 1/2a. 
FFS. Support of LMF-side monitoring for UE-side model.

2.5 Functionality management
In the last meeting, RAN2 agree the following for common LCM framework/signaling.  
	Agreements:
1	For UE-sided model, for the functionality management, the “network decision, network-initiated” AI/ML management is supported as a baseline.  The following can be considered further “UE autonomous, decision reported to the network”, “Network decision, UE-initiated” (i.e. proactive approach).  
2	“UE-autonomous, UE’s decision is not reported to the network” is not considered for Rel-19


Open issue is whether/how we support “UE autonomous, decision reported to the network” and “Network decision, UE-initiated”. In our understanding, one difference between “UE autonomous, decision reported to the network” and “Network decision, UE-initiated” would be who makes final decision. In case of “UE autonomous, decision reported to the network”, UE applies decision and report to gNB i.e. UE makes final decision, while in case of “Network decision, UE-initiated”, UE requires to get gNB decision to update functionality. 
For “UE autonomous, decision reported to the network”, we can consider the following scenario in the POS case 1.
1. The LMF can request UE to estimate its location using AI/ML model via LPP RequestLocationInformation message.
2. The UE performs the location estimation using AI/ML model, but the performance monitoring result can be ‘fail’.
3. The UE can determine to fall back to the legacy positioning method (i.e., “UE autonomous decision”) and reports the estimated location with the fall back indication (i.e., “report to the network”) via LPP ProvideLocationInformation. 
For “Network decision, UE-initiated”, we can consider the following scenario for the POS case 1.
1. The LMF can request UE to estimate its location using AI/ML model via LPP RequestLocationInformation message.
2. The UE performs the location estimation using AI/ML model, but the performance monitoring result can be ‘fail’.
3. The UE reports some error cause (e.g., performanceMonitoringFail) via LPP ProvideLocationInformation (i.e., “UE-initiated”).
4. The LMF can determine to fall back to some legacy positioning method (i.e., “NW decision”). The LMF requests UE to estimate its location using the legacy method via LPP RequestLocationInformation message.
5. The UE reports the estimated location via LPP ProvideLocationInformation.
In the expected signalling flow above, it is assumed that the UE performs the monitoring since both UE autonomous decision and initiation from UE make sense only if the performance monitoring is done at UE side. On the other hand, for “network decision, network-initiated”, it is more practical with LMF-side performance monitoring. 
For the UE-side monitoring case, both “UE autonomous, decision reported to the network” and “Network decision, UE-initiated” can work, but the latter can bring additional delay from step4/5 in POS procedure.
Based on the observation above, we would like to propose the following.
Proposal. 10: For the POS use case 1/2a, RAN2 prioritize “UE autonomous, decision reported to the network” over “Network decision, UE-initiated” to discuss the required signaling/procedure.   
3	Conclusion
Based on the above, RAN2 is requested to discuss and agree on the following proposals:
General
Proposal. 1: For POS use cases, RAN2 can prioritize the discussion on the case 1 over other cases.

UE capability
Proposal. 2: For POS use case, the UE can report the supported AI/ML-based functionalities to the LMF via LPP ProvideCapabilities message.
Proposal. 3: For POS use case 1 (Direct positioning with UE-side model), the functionality can refer to UE location estimate based on the output of AI/ML model for direct positioning.

Functionality configuration
Proposal. 4: For POS use case, the LMF can configure AI/ML-based functionalities to the UE via LPP RequestLocationInformation.
Proposal. 5: For POS use case 1 (Direct positioning with UE-side model), the LMF can request the UE to estimate the location using AI/ML model and report the result via LPP RequestLocationInformation.
Observation. 1: For the POS case 1/2a with UE-side model, the UE can report the capability of AI/ML model to the LMF.
Proposal. 6: RAN2 wait for RAN1 input on model capability for the POS case 1/2a with UE-side model. 
Observation. 2: For the POS case 1/2a with UE-side model, the UE can report the applicability of AI/ML-enabled functionalities to the LMF.
Observation. 3: There is no clear motivation of considering the reactive approach since functionality cannot be applied without UE’s confirmation anyway.
Proposal. 7: RAN2 consider the proactive approach as baseline for the report of applicable functionalities.

Model selection
Proposal. 8: RAN2 wait for RAN1 input on which entity to perform model determination/selection.

Performance monitoring
Proposal. 9: The UE monitors the performance of its UE-side model as baseline for the POS use case 1/2a. 
FFS. Support of LMF-side monitoring for UE-side model.

Functionality management
Proposal. 10: For the POS use case 1/2a, RAN2 prioritize “UE autonomous, decision reported to the network” over “Network decision, UE-initiated” to discuss the required signaling/procedure.   
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