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[bookmark: _Ref131412611]1	Introduction
[bookmark: OLE_LINK4][bookmark: _Ref178064866]Following the completion of the Rel-18 SI on AI/ML for the NR Air Interface, a set of principles for data collection for network-side model training has been established and documented in the TR [1]. 
	[bookmark: OLE_LINK281]A set of general data collection principles is expected to be considered for network-side model training. These include:
· UE to support data logging,
· UE to report the collected data periodically, event-based, and on-demand,
· The UE memory, processing power, energy consumption, signalling overhead should be considered.
Note: The above principles can be revised depending on RAN1 requirements.


[bookmark: OLE_LINK286]In RAN2#125bis meeting, following agreements were made for network-side training data collection. 
Agreements
1	For the NW-side data collection related to beam management use cases, RAN2 to consider gNB-centric and OAM-centric approaches	
2	We aim that the same measurement framework is applied to both gNB-centric data collection and OAM-centric data collection for NW-side data collection.
3	RAN2 supports enhancements to MDT for data collection framework for training.  FSS Whether to enhance logged or immediate MDT
This paper aims to extend the discussion by exploring the mechanisms for data collection tailored to network-side model training, in alignment with the established principles. 
[bookmark: OLE_LINK324]2	Discussion
2.1 EMR
[bookmark: OLE_LINK289][bookmark: OLE_LINK280][bookmark: OLE_LINK288]Throughout the Release-18 SI on AI/ML for the NR Air Interface, consensus was reached that, for the use cases studied in the SI, the analysis and selection of data collection frameworks should predominantly target the RRC_CONNECTED state, including both data generation and reporting activities. The need to analyze and potentially refine the approach for non-connected states (RRC_INACTIVE/RRC_IDLE) remains open for future consideration.
Among the data collection methods identified, early measurements are restricted to the RRC_INACTIVE and RRC_IDLE states, with the results being reported in the RRC_CONNECTED state. In the context of AI BM, where inference occurs within the RRC_CONNECTED state, the rationale for gathering data during RRC_INACTIVE/RRC_IDLE state appears to be of limited value. Similarly, for AI POS, despite specifications permitting DL PRS measurements and UE positioning in the RRC_INACTIVE state, the current framework for early measurements does not support these functions in the RRC_INACTIVE state. Further enhancing early measurements to enable DL PRS measurement and UE positioning would significantly increase complexity without clear evidence of necessity or advantage. Consequently, incorporating early measurement into the normative work is deemed unnecessary.
[bookmark: OLE_LINK269]Proposal 1: Exclude the option of early measurements and only consider the options of supporting data collecting/logging in RRC_CONNECTED state in the normative work.
[bookmark: OLE_LINK297]2.2. Decouple data collecting/logging and reporting in time
For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection. Data collection may comprise separate steps like measurement, data generation and reporting, which is intended to send collected data to another entity e.g., from UE to RAN/ OAM or LMF. It implies that there is no latency requirement for each step of data collection. 
[bookmark: OLE_LINK294]From both UE and network point of view, it is beneficial to have the flexibility to decouple data collecting and reporting in time intervals. For example, UE can send the collected data when the network is less congested. Considering that data collecting can be an intrusive mode that may have very significant impact on UE power consumption, it is desired that UE performs data collecting/logging in high power mode or when the UE is charging. In our view decouple of data collecting/logging and reporting can be important at least for the following reasons:
1. [bookmark: OLE_LINK293][bookmark: OLE_LINK290]Resource Efficiency: Decoupling data collecting/logging and reporting allows the UE to collect data/log measurements without using uplink resources immediately. This is particularly useful in scenarios where network coverage is poor, or the UE is in a power-saving mode.
2. [bookmark: OLE_LINK291]Network Load Management: If all UEs were to report measurements immediately, it could lead to congestion in the network. Decoupling data collecting/logging and reporting allows the network to control when the UEs send the collected data/logged information, thus managing the network load more effectively.
3. [bookmark: _Ref149829114][bookmark: _Toc149898588][bookmark: OLE_LINK270]Power consumption: Continuous reporting can drain the UE's battery faster. By logging data and reporting it later, the UE can conserve battery life.
4. Data Volume: data collection can generate a large volume of data. Decoupling data collecting/logging and reporting allows the UE to store the data and transmit it in an efficient manner, possibly using compression or when the UE has access to better network conditions.
[bookmark: OLE_LINK295]Proposal 2: RAN2 to agree on the following reasons for decoupling data collecting/logging and reporting:
· to enhance resource efficiency by allowing UEs to collect and log data without immediately consuming uplink resources. 
· to manage network load more effectively by controlling when UEs send collected data.
· to conserve power consumption by enabling UEs to log data and report it later, avoiding continuous reporting that can drain the battery faster. 
· to handle large volumes of data more efficiently by allowing UEs to store and transmit data in a more efficient manner.
[bookmark: OLE_LINK303]Proposal 3: RAN2 introduce a flexible data collection and reporting mechanims that decouples the timing of data collection/logging from the reporting.
As the baseline, the RRC is responsible for managing data collection/logging, and reporting on the UE. This includes overseeing the configuration, start/stop of data collection/logging, as well as data reporting. Centralizing these controls within the RRC is intended to avoid any potential conflicts of data collection/logging and reporting that could arise from uncoordinated data handling. 
Proposal 4: Data collection/logging and data reporting on UE are controlled by RRC including reconfiguration for data collection, start/stop of data collection/logging and data reporting. 
[bookmark: OLE_LINK320]2.3. Enhanced MDT
[bookmark: OLE_LINK298]2.3.1 Rational
Immediate MDT involves the real-time collection and transmission of measurement data from the UE to the network, i.e.  the UE collects and immediately reports measurement data to the network. The real-time data provided by Immediate MDT is used by network operators to quickly identify and resolve issues, optimize network performance, and enhance user experience. It is particularly useful for addressing problems in specific areas or during specific events that affect network performance. Since Immediate MDT involves real-time reporting, it can have a greater impact on UE battery life and network resources compared to Logged MDT. Therefore, its use is typically more targeted and limited to specific needs or troubleshooting efforts.
For Logged MDT, it allows for extensive data collection with minimal impact on network resources and UE battery life, aiding in the long-term optimization and management of the network. The UE logs measurement data as it moves around, without immediately sending this information to the network. The logged data is stored in the UE and is reported to the network at a later time, as specified by the network configuration. Logged MDT is particularly useful for collecting data over a longer period and across wider geographic areas. Logged MDT is more aligned with the data collection requirement for offline training. The only limitation of current logged MDT is that logging in RRC CONNECTED state is not supported.
2.3.1 Enhanced Immediate MDT vs. Enhanced Logged MDT
[bookmark: OLE_LINK296][bookmark: OLE_LINK309]According to the rational of immediate MDT and logged MDT as described in 2.3.1, two approaches are under consideration to facilitate data collection/logging in the RRC_CONNECTE state:
· [bookmark: OLE_LINK304][bookmark: OLE_LINK317]Option 1: Enhance immediate MDT to enable logging within the same RRC connection.
· [bookmark: OLE_LINK319]Option 2: Enhance logged MDT to allow for logging across different RRC connections while in CONNECTED mode.
[bookmark: OLE_LINK299]Option 1
[bookmark: OLE_LINK308][bookmark: OLE_LINK307]Unlike immediate MDT, where the UE promptly reports measurement results upon satisfying configured triggering events, data collection/logging for offline training serves a broader purpose. It is not limited to troubleshooting but also includes gathering data in specific areas for AI/ML-enabled features. Under Option 1, the UE actively collects and logs data, storing it for future reporting. This reporting can be initiated by predefined events or on-demand requests from the network. In the event-based scenario, the network configures the triggers and periodicity for reporting, akin to immediate MDT. Conversely, in the on-demand scenario, the network can retrieve the stored data/logs, similar to the retrieval process in logged MDT. Should the RRC connection be terminated, any stored data/logs are subsequently discarded.

[bookmark: OLE_LINK318]Figure 1. Option 1- Enhance immediate MDT to enable logging within the same RRC connection
Option 2
Unlike logged MDT, where the UE only logs the measurements in RRC_IDLE/RRC_INACTIVE state, data collecting/logging is performed in RRC_CONNECTED state. Furthermore, in Option 2, the UE is capable of performing data collection/logging across multiple RRC connections. The UE start/resumes data collecting/logging when in RRC_CONNECTE state and stops/suspends data collecting/logging when in RRC_INACTIVE/IDLE state. The UE continuously stores the collected data/logs, irrespective of RRC state transitions for future reporting. This reporting can be initiated on-demand requests from the network. Upon release of the RRC connection, the UE keeps the data collection/logging configuration until the expiration of a log duration timer, such as T330. Similar to logged MDT, the collected data/logs are preserved post RRC connection release.
The primary distinctions between Option 1 and Option 2 are outlined in Table 1. RAN2 is evaluating both approaches to further enhance MDT, aiming to support data collection for network-side model training.


Figure 2. Option 2- Enhance logged MDT to allow for logging across different RRC connections while in CONNECTED mode
Table 1 Key differences between option 1 and option2 for MDT enhancement
	Feature
	Option 1
	Option 2

	Data Collection/Logging Scope and effectiveness of the configuration
	[bookmark: OLE_LINK310]Within the same RRC connection
	Across multiple RRC connections

	RRC State for Data Collection
	RRC_CONNECTED
	RRC_CONNECTED, with start/resume and stop/suspend based on RRC state transitions

	[bookmark: _Hlk162340230]Data collecting/logging configuration Retention after RRC Release
	The configuration is released. 
	The configuration is kept until e.g. the log duration timer expires.

	Data/logs Retention after RRC Release
	Data/logs are discarded
	Data/logs are kept;
Data/logs can be kept even after the configuration is released, e.g. 48hours. 

	Reporting Triggers
	Event-based or on-demand
	On-demand or event-based.



[bookmark: OLE_LINK322][bookmark: OLE_LINK315]Proposal 5: RAN2 considers the following two approaches to enhance MDT to support data collecting/logging for network-side model training: 
· Option 1: Enhance immediate MDT to enable logging within the same RRC connection.
· Option 2: Enhance logged MDT to allow for logging across different RRC connections while in CONNECTED mode.
2.4. Large Data size
[bookmark: OLE_LINK323]The baseline method for data collection and logs reporting is currently CP-based, relying on RRC messages for the transmission of collected data/logs. This approach is deemed suitable when the data size per sample remains within the maximum capacity that RRC messages can accommodate without necessitating segmentation. However, for larger data samples that exceed this threshold, RRC message segmentation is required, which can lead to inefficiencies due to the complexity and resource demands of handling multiple segments. For example, in AI-based Beam Management (AI-BM), the data size may vary between roughly 100 to 500 bits based on the number of beams being reported. Similarly, in AI-based Positioning (AI-POS), the measurement size can escalate to 4096*N bits, with N denoting the count of PRS/SRS resources engaged for positioning. Therefore, CP-based data/logs reporting via RRC messages is considered the baseline, provided the data size is within the current RRC message handling capabilities.
Proposal 6: CP-based data/logs reporting via RRC messages is considered the baseline, provided the data size is within the current RRC message/RRC message segmentations handling capabilities.
Given that a UE may accumulate multiple data samples before reporting, the cumulative data size for reporting can become quite large. In such scenarios, UP-based data reporting could offer a more efficient alternative. The benefits of UP-based reporting are particularly evident when a UE undergoes HO while in mobility. Existing UP procedures during HO, such as PDCP re-establishment or data recovery, can be directly applied to mitigate data loss during HO. However, the management of RRC message segmentations during HO requires further consideration.
For UP-based data collection, a dedicated DRB would be established. If the data collection is gNB-centric, the DRB could terminate at the gNB. For OAM-centric data collection, the DRB would terminate at the OAM. The involvement of RAN3, SA2, and SA5 is necessary to study the feasibility of supporting data/logs reporting via UP, where the UP tunnel could terminate at either the RAN or OAM.
Proposal 7: Study the feasibility of UP-based Data/logs reporting through DRB, which can be terminated to RAN or OAM. 
[bookmark: OLE_LINK325]3 Conclusion
Proposal 1: Exclude the option of early measurements and only consider the options of supporting data collecting/logging in RRC_CONNECTED state in the normative work.
Proposal 2: RAN2 to agree on the following reasons for decoupling data collecting/logging and reporting:
· to enhance resource efficiency by allowing UEs to collect and log data without immediately consuming uplink resources. 
· to manage network load more effectively by controlling when UEs send collected data.
· to conserve power consumption by enabling UEs to log data and report it later, avoiding continuous reporting that can drain the battery faster. 
· to handle large volumes of data more efficiently by allowing UEs to store and transmit data in a more efficient manner.
Proposal 3: RAN2 introduce a flexible data collection and reporting mechanims that decouples the timing of data collection/logging from the reporting.
Proposal 4: Data collection/logging and data reporting on UE are controlled by RRC including reconfiguration for data collection, start/stop of data collection/logging and data reporting. 
Proposal 5: RAN2 considers the following two approaches to enhance MDT to support data collecting/logging for network-side model training: 
· Option 1: Enhance immediate MDT to enable logging within the same RRC connection.
· Option 2: Enhance logged MDT to allow for logging across different RRC connections while in CONNECTED mode.
Proposal 6: CP-based data/logs reporting via RRC messages is considered the baseline, provided the data size is within the current RRC message/RRC message segmentations handling capabilities.
Proposal 7: Study the feasibility of UP-based Data/logs reporting through DRB, which can be terminated to RAN or OAM. 
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