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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]In RAN#102, the new WID for AI/ML for NR air interface was finalized [1] and revised in RAN#103 meeting [2]. The WID describes objective of general framework for one-sided models as follows:
	[bookmark: _Hlk163206961]Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models


Up to Rel-18, various agreements/conclusions related to general framework happened in RAN1 and RAN2 meetings and the detailed description of the study is summarized in TR 38.843 [3]. 
Based on the WID and the agenda for this meeting, we discuss the LCM for UE-sided models with some parts in continuation of Rel-18 study and focus on functionality based LCM and its aspects including functionality identification, additional conditions and reporting of applicable functionalities.
Functionality identification
For the functionality identification and associated signalling for UE-sided model, it is mentioned in TR 38.843 [3], that Legacy 3GPP framework of feature is taken as starting point, and UE indicates supported functionalities for a given sub-use case. 
However, what constitutes a functionality and how many functionalities can be comprised within a given AI/ML enabled feature, or whether a functionality can refer to multiple features, is yet to be discussed. Further, the UE capability report is taken as a starting point. Hence, the details of a configuration or description indicating the constitution of a functionality, and the associated information to be reported needs to be discussed.
Further, the granularity of functionality is use-case dependent. As an example, for beam management, the functionalities can be based on the different possible number of beams in Set-A and Set-B, as well as the additional conditions and assistance information, which needs to be discussed separately.
Observation 1: The details of a configuration or description indicating the constitution of a functionality, and the associated information are needed in order to for the UE capability signalling for functionality identification.
Proposal 1: RAN2 should discuss configuration and description of a functionality as a starting point, with granularity of functionality discussed per use-case.

Additional Conditions
For the additional conditions, the following is mentioned in TR:
	For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. It does not imply that additional conditions are necessarily specified. Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. Note: whether specification impact is needed is a separate discussion. 
For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following option can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: 	the possibility that different approaches can achieve the same function is not denied


Based on the above agreement, the additional conditions may need to be reported separately from the UE capability report. Further, the additional conditions are divided into: NW-side additional conditions and UE-side additional conditions. To start discussion of this topic, first, the contents of additional conditions need to be discussed. The contents can be discussed in RAN2 and given in LS to RAN1 for confirmation, or we can wait for RAN1 to progress on this. Further, once additional conditions are reported, its mapping of UE side additional conditions to AI/ML functionality, and also AI/ML model if needed, should be discussed.
Proposal 2: RAN2 should discuss how the reported UE-side additional conditions will map to different functionalities of a given AI/ML enabled feature.
Next, to ensure consistency between training and inference of UE-sided model, NW-side additional conditions need to align with UE-side model. Based on the different options mentioned in the TR as mentioned above, RAN2 can discuss on the following two options, which are feasible for RAN2 to discuss at this stage:
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
The other two options are contingent on RAN1 agreements regarding model identification and model delivery. However, model level LCM, even if agreed, may be applicable only to specific use cases. For the rest of the use-cases, the two options above seem to be more feasible. Hence, for indication of NW-side additional conditions to UE, this needs to be explicitly indicated, hence a signalling is required. Further, for the option of consistency assisted by monitoring, RAN2 o needs to discuss its feasibility and and procedure to enable performance monitoring before inference.
Proposal 3: RAN2 to discuss signalling needed to inform NW-side additional conditions explicitly to UE.
Proposal 4: RAN2 to discuss feasibility and procedure to enable performance monitoring of UE-side models before inference. 

Reporting of Applicable functionality
Regarding applicability of functionality or mode, following is agreed as per TR:
	AI/ML models for a given use case may be tailored towards and applicable to specific scenarios, locations, configuration, deployments, among other factors. In this regard, it is acknowledged that AI/ML models may undergo updates, such as model changes, as an inherent part of their development. Therefore, to ensure efficient network control and management, especially associated to what concerns the UE-side, UEs might have the ability to indicate relevant information about their supported AI/ML models and concerning AI/ML functionalities to the network. This can allow the network to perform decisions regarding, e.g., the (de)activation, or switching of AI/ML functionalities and AI/ML models.
The previously mentioned information could in principle be understood as “applicability-related information” in which the UE could, for example, report to the network conditions under which a model/functionality is applicable/suitable, or whether model(s)/functionality(es) are (non)applicable under the current context. Note, however, that the existing UE capability reporting framework cannot be used for such purposes. 
[bookmark: _Hlk149853075]Note: How and whether there is a need to enable UEs to report applicability-related information can be further discussed and defined in a normative phase. Mechanisms such as UE Assistance Information can eventually be used as example. 
Two UE reporting types are identified to convey this additional information:
· “reactive” reporting, and
· “proactive” reporting.
A reactive reporting would involve the UE to provide information to the network upon receiving an action from it.
While a proactive reporting would involve the UE to provide information to the network without necessarily receiving an action from it. For example, the UE might proactively inform the RAN of updates/changes to its supported model(s) or functionality(es).
Note: Whether necessary signalling from network is needed for proactive UE reporting can be discussed in a normative phase.
Note: Whether there is a need for the network to report to the UE applicability-related information of AI/ML models and/or AI/ML functionalities can be discussed in a normative phase.


Based on the above agreements, it is clear that “applicability related information” is directly related reporting of applicable functionalities, as the following is mentioned regarding applicable functionalities: “After functionality identification, necessity, mechanisms, for UE to report updates on applicable functionality(es) among functionality(es) are studied, where the applicable functionalities may be a subset of all functionalities. Applicable functionalities can be reported by the UE.”. 
Now, the “applicability related information” and the “additional conditions” as discussed in previous section, seem to be overlapping, as both serve the applicability/suitability of a functionality. Hence, RAN2 should first agree on a common understanding between these terms. This is crucial to make further progress: 
Proposal 5: RAN2 to discuss how the “applicability related information” and “additional conditions”, mentioned in the TR are correlated and the exact differences between them.
As the reporting of additional information and reporting of applicable functionality can be intertwined, RAN2 can further discuss on feasibility to have a combined signalling mechanism to indicate additional information and applicable functionality. 
Proposal 6: RAN2 to discuss on feasibility of having a combined signaling to report additional conditions and applicable functionality.

Conclusions
In this contribution, we have provided our views on LCM for UE sided model. We have the following observations and proposals:
· Observation 1: The details of a configuration or description indicating the constitution of a functionality, and the associated information are needed in order to for the UE capability signalling for functionality identification.

· Proposal 1: RAN2 should discuss configuration and description of a functionality as a starting point, with granularity of functionality discussed per use-case.
· Proposal 2: RAN2 should discuss how the reported UE-side additional conditions will map to different functionalities for a given AI/ML enabled feature.

· Proposal 3: RAN2 to discuss signalling needed to inform NW-side additional conditions explicitly to UE.

· Proposal 4: RAN2 to discuss feasibility and procedure to enable performance monitoring of UE-side models before inference. 

· [bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Proposal 5: RAN2 to discuss how the “applicability related information” and “additional conditions”, mentioned in the TR are correlated and the exact differences between them.

· Proposal 6: RAN2 to discuss on feasibility of having a combined signaling to report additional conditions and applicable functionality.
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