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1. Introduction
Based on the RAN1 LS[1][2] and TR[3], Table 1 can serve input/output data related to the LCM purpose for beam management use case. 
	Beam prediction
	NW side
	UE side
	Typical data size
	Typical latency
	Notes

	Training
	[bookmark: _Hlk149659820]Input data = L1-RSRP and/or beam-ID
	Input data = internally available in UE (e.g., L1-RSRP and/or beam-ID)
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
	Relaxed
	

	Inference
	Input data = L1-RSRP, and Beam-IDs if needed for Set B
	Input data = Internally available in UE
Output data = 
Beam prediction results
	For NW sided, Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
For UE sided, Small (10s of bits)
	Time-critical
	RAN1 has agreed to consider L1 signalling for this reporting

	Monitoring
	[bookmark: _Hlk149660021]Input data = L1-RSRP(s) and/or beam-ID(s), 
Event occurrence and/or calculated performance metrics


	[bookmark: _Hlk149905801]Input data = Performance metrics are available inside the UE
	For L1-RSRP(s) and/or beam-ID(s), Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
For Event occurrence and/or calculated performance metrics, Small(10s of bits)
	Near-real-time
	


<Table 1. LCM input data related entity for Beam prediction use case>
LCMs that require data collection/exchange for beam management use case is as follows:
· Training: 
· For NW-side training: L1-RSRP and/or beam-ID from UE to NW
· For UE-side training: For input data, it is internally available in UE
· Inference:
· For NW-side inference: L1-RSRP, and Beam-IDs if needed for Set B from UE to NW 
· For UE-side inference: For input data, it is internally available in UE. For output data, Beam prediction results from UE to NW (output data) 
· Monitoring:
· NW-side monitoring: L1-RSRP(s) and/or beam-ID(s), Event occurrence and/or calculated performance metrics from UE to NW
· For UE-side monitoring: For input data, Performance metrics are available inside the UE.
In this contribution, we discuss the necessary signalling/procedure for NW side data collection of beam management use case from RAN2 perspective. 
2. Discussion 
[bookmark: _Hlk162956125]Necessary signalling/procedure for data collection
Define necessary signalling/procedure
For NW sided data collection in beam management, available scenario for data collection/exchange are as follows:
-	For model training, training data can be generated/exchanged by UE/gNB.
-	For NW-side model inference, input data can be generated by UE and terminated at gNB.
-	For performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
Regarding inference data collection, the required latency is ‘Time-critical’, which requires less than a few msecs[2]. Given the latency and processing time in RRC taking up about 10msec or more, the RRC signalling is not suitable for data collection for inference. Also, L1 signalling based report for inference is being discussed in RAN1. Therefore, data collection for inference can be started depending on RAN1 input. 
Regarding monitoring data collection, the required latency is near-real time, which requires less than several tens of msecs to a few seconds[2]. Accordingly, RRC signalling may be a candidate solution. Given the complexity and UE’s power consumption, instead of timely reporting, logging based reporting may also be considered. According to RAN1 LS[1][2], data collection for training and monitoring typically requires L1-RSRP and/or beam-ID. Therefore, some signalling/procedure for tragining data collection can be reused for monitoring data collection to report L1 measurement results. Therefore, we propose to define necessary signalling/procedure for training data collection.
Proposal 1. To define necessary signalling/procedure for training data collection: 
· Logging condition, e.g., event-based logging, periodic logging
· Reporting condition, e.g., event-based reporting, periodic reporting and network triggered reporting
· Configuration method, e.g., how to combine logging/reporting condition and measure object
The difference between training and monitoring is that monitoring data collection may require information regarding performance metric that trigger further evaluation and calculations. For example, in beam management use cases, some performance metrics are being discussed in RAN1.
(i) [bookmark: _Hlk163031739]beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
(ii) [bookmark: _Hlk163031709]Link quality relatd KPIs, e.g., throughput, L1-RSRP, L1-SINR, BLER 
(iii) Performance metric based on input/output data distribution on AI/ML
(iv) L1-RSRP difference evaluated by comparing measurement RSRP and predicted RSRP. 
Additionally, reporting non-model-based results along with predicted results as reporting data needed to calculate performance metrics in the network can also be considered in evaluating functionality.
To measure impact on RAN2, RAN2 need to discuss what information is needed from RAN1 and define what signals/procedures are needed for each performance metric. 
Proposal 2. To define additional(potential) impact for monitoring data collection requiring RAN1 input:
· Additional data collection 
· What is performance metrics 
· Which data is required for performance metric calculation
· Additional reporting method depending on performance metric
· Whether/how to define beam prediction accuracy related reporting
· Whether/how to define link quality-based reporting
· Whether/how to define input/output data distribution
· Whether/how to define condition for difference between measured results and predicted results
· Whether/how to combine measured results and predicted results for reporting, if necessary
[bookmark: _Hlk144147779]Define Potential issues
[bookmark: _Hlk163234064]RAN2 should define potential problems in data collection for further discussion and address them together when implementing data collection.
Given that the R18 RAN1 use cases are related to L1-RSRP and/or beam index, for the stationary UEs or the low-mobility UEs, the same or similar measurement results can be logged, thereby resulting in the redundancy of data collection. This may require a large memory(storage) to save the logs in the UE and unnecessary UL resources being wasted for redundant data transmission. Therefore, RAN2 needs to discuss how to reduce the logging/reporting overhead. 
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<Example for redundant data collection>
In the legacy logging procedure, the UE stores the logged data in the data entry. Since the data required may be vary depending on the model/functionality or situation, the data entry can be organized by each model/functionality or situation. However, there would be also duplicated data entry with the same or similar information. Therefore, rather than organizing data entry for each purpose, a procedure may be needed to store data and then selectively request and retrieve it as needed. To this end, data classification/categorizing can be considered. 
Additionally, if the data sets are delivered through the RRC messages, increasing of the number of maximum segmentations is inevitable. In order to prevent HOL blocking problem of legacy RRC message, AI/ML specific SRB with lower priority can be considered. However, there may be lower chance to send training data to the network. Also, time critical information, such as monitoring result in abnormal(inaccurate) state cannot be delivered in time, thereby resulting in delay of LCM management. Therefore, RAN2 need to discuss how to manage SRB for data collection.
Proposal 3. To define potential issues for data collection and address them together when implementing data collection
· Whether/How to perform overhead reduction of logging/reporting data
· Whether/How to categorize data set
· Whether/How to manage SRBs for reporting data 
Existing mechanisms enhancement
For further discussion regarding logging/reporting mechanism, RAN2 need to determine the basis of RRC existing mechanism for enhancement. 
Immediate MDT and RRM procedure are utilized to report L1/L3 measurement results. They are considered the simplest extensible procedure since RRM can easily accommodate future expansions or modifications related to beam measurements. When utilizing immediate MDT and/or RRM, UE can send real-time measured data while connected, taking into account the RRM message size. Additional enhancement for logging based report can also be considered. 
Proposal 4. As an event/time-triggered reporting manner, Immediate MDT and RRM is extended for data collection for beam management use case
On the other hand, logging data can be taken only when the network needs it. To this end, the UE can inform the NW of the information it has, and NW can request the specific information. In many features, UAI and UE information procedure are already widely used for this purpose. 
Proposal 5. As a NW request-based reporting manner, UAI and UE information procedure is extended for data collection for beam management use case
3. Conclusion
[bookmark: OLE_LINK5]Proposal 1. To define necessary signalling/procedure for training/monitoring data collection 
· Logging condition, e.g., event-based logging, periodic logging
· Reporting condition, e.g., event-based reporting, periodic reporting and network triggered reporting
· Configuration method, e.g., how to combine logging/reporting condition and measure object
Proposal 2. To define additional(potential) impact for monitoring data collection requiring RAN1 input
· Additional data collection 
· What is performance metrics 
· Which data is required for performance metric calculation
· Additional reporting method depending on performance metric
· Whether/how to define beam prediction accuracy related reporting
· Whether/how to define link quality-based reporting
· Whether/how to define input/output data distribution
· Whether/how to define condition for difference between measured results and predicted results
· Whether/how to combine measured results and predicted results for reporting, if necessary
Proposal 3. To define potential issues for data collection and address them together when implementing data collection 
· Whether/How to perform overhead reduction of logging/reporting data
· Whether/How to categorize data set
· Whether/How to manage SRBs for reporting data 
Proposal 4. As an event/time-triggered reporting manner, Immediate MDT and RRM is extended for data collection for beam management use case
Proposal 5. As a NW request-based reporting manner, UAI and UE information procedure is extended for data collection for beam management use case
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