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1	Introduction
[bookmark: _Ref178064866]The approved work item justifications and objectives for NR NTN Evolution in Rel-19 [1] emphasizes the need to accommodate satellite payload constraints which may limit the ability to have all its beams to be active at the nominal EIRP density and provide objectives for this Release :
	1) Offer optimized performance especially when addressing handset terminals (including smartphones with -5.5 dBi antenna gain) w.r.t. downlink coverage considering the NTN deployment constraints such as payload power limitation, large satellite foot print and limited feeder link bandwidth. DL coverage enhancements are needed to accommodate satellite payload constraints which may be unable to have all its beams active with the « nominal » EIRP density per beam (see Section 6.1.1 in TR 38.821) at a given time due to limited power and limited feeder link bandwidth, while maximizing the number of beams that can be activated simultaneously, and ensuring that all user terminals can be served across the satellite foot print while maximizing the overall satellite throughput and ensuring that all satellite’s radio cells are kept alive even without traffic but allowing new users to join or preventing impact on end-user QoS.

DL coverage enhancements can be considered at both
· Link level to improve the link margin of selected physical channels in order to accommodate the EIRP reduction in FR1-NTN. A link margin improvement for physical channels (e.g. PDSCH and PDCCH) may be considered without impact on SSB design. 
· System level to support an efficient dynamic and flexible power sharing between beams or different beam pattern/size (i.e., wide or narrow) across the satellite foot print for FR1-NTN and FR2-NTN.



	2. [bookmark: _Hlk153196886]Study and specify if beneficial downlink coverage enhancements targeting support for additional reference satellite payload parameters covering both GSO and NGSO constellations operating in FR1-NTN or FR2-NTN [RAN1, RAN2, RAN4]
· Define additional reference satellite payload parameters assuming power sharing among satellite beams or different satellite beam patterns/size (i.e. wide or narrow) across the satellite footprint, such that satellite beams may not all be simultaneously active or may be active below the nominal EIRP density per satellite beam (see section 6.1.1 in TR 38.821) due to limited power and limited feeder link bandwidth.
· Define the corresponding power sharing assumptions and necessary link level and system level evaluation methodology and relevant KPIs for evaluations of the coverage, to allow for identification of physical channels/signals and system-level aspects that need enhancements and the corresponding needed improvements.
· Study and if needed specify solutions, including link level enhancements for FR1-NTN (e.g. for PDCCH, PDSCH) and/or system level enhancements for FR1-NTN and/or FR2-NTN, allowing dynamic and flexible power sharing between satellite beams or different satellite beam patterns/size (i.e. wide or narrow) across the satellite footprint.
· Notes for this objective:
· SSB channel enhancement is not considered
· Antenna gain of UE shall be assumed to be -5.5dBi in case of smartphone in FR1-NTN, the UE is assumed to be a full duplex UE, and at least 2Rx are considered at the UE
· NGSO to be considered in priority: LEO Set-1 @ 600 km
· Rel-18 network energy saving techniques should be considered as baseline in the system level study




As highlighted above, the RAN2 needs to provide solutions for DL coverage enhancements challenge:
· Study and specify solutions including link level and or system level enhancements allowing dynamic and flexible power sharing between satellite beams or different satellite beam pattern/size across the satellite footprint. The LEO is considered in priority and the Rel-18 network energy saving techniques should be considered as baseline for the study.
RAN1 started the work at the RAN1#116 Athens meeting [2][3] with the definition of reference satellite payload parameters.
In this contribution, we discuss the following aspects for the Downlink coverage enhancements for NTN:
· The satellite beam hoping, NR beams and NR cell to satellite beams mapping
· The potential enhancements at the system level

2	Discussion
NR Beams and NR Cell to Satellite beams mapping
In this Section, we first clarify the different options of mapping of NR beams and NR cells to satellite beams. For the sake of clarify, the following definitions are recalled:
· Beam: A beam is the main lobe of the radiation pattern of an antenna array
· Antenna port: [5] An antenna port is defined such that the channel over which a symbol on the antenna port is conveyed can be inferred from the channel over which another symbol on the same antenna port is conveyed. It is a logical entity distinguished by a separate Reference Signal sequence
· Satellite beam: a beam created by Satellite Active Antenna System. A satellite beam may not be identified by the UE
· NR beam: a beam which is associated with an antenna port/CSI Reference signal.

[image: ]
Figure 1 - Total number of beams within the satellite target coverage area for LEO 600km in FR1
In the satellite coverage for LEO 600 km, there are 1058 possible beam footprint to be served by a NR beam as illustrated in the Figure above.
There are mainly 5 options which can be considered for the mapping of NR beams and NR cells to the satellite beams:
Option 1: Single NR cell per satellite beam and single NR beam cell:
[image: ]
Figure 2 - Option 1: Single NR cell per satellite beam and single NR beam cell

Option (1) which might be considered as a baseline consist in one-to-one mapping of NR cells to Satellite beams. In option 1, the NR beamforming is not used; the cells are single NR beam cells. NR Beam management operation is not needed.

Option 2: Multi-Satellite beam NR cell and single NR beam cell: Cell splitting
[image: ]
Figure 3 - Option 2: Multi-Satellite beam NR cell and single NR beam cell; Cell splitting

In Option (2), two or more satellite beams are used for the same PCI. This option can be useful to split the NR cell across several satellite beams (to extend cell coverage). Regular beam management operation (beam Indication, beam Measurements and reporting, beam recovery, tracking and refinement)  is not used. The  beam level mobility is not needed for the UE mobility within the cell. 
With Option 2, the nominal cell power is split between the satellite beams which may lead to a power reduction per beam. 

Option 3: Multi-Satellite beam cell and multi NR beam cell:
[image: ]
Figure 4 - Option 3: Multi-Satellite beam cell and multi NR beam cell

Option (3) corresponds to a multi-NR beam cell: multiple NR beams per NR cell (typically 4 or 8 NR beams/cell in Frequency Range 1). With this option, the same cell (PCI) is mapped to two or more satellite beams. Each NR beam is transmitted using a satellite beam or multiple satellite beams. Option (3) is to be used with beam management operation. 
Beam sweeping will be used to transmit/receive beam formed NR channels and signals.
The following two options (4 and 5) could be also considered for specific use cases/deployment: such as dense area and hotspots.

Option 4: Multi NR cells per satellite beam:
[image: ]
Figure 5 - Option 4: Multi NR cells per satellite beam

Option (4) can be introduced for scalability: to have more than one NR cell per satellite beam, multiplexed in the frequency domain with different component carriers. With option (4) Single NR beam cells or multi NR beam cells can be deployed.

Option 5: Multi NR cells split across satellite beams
[image: ]
Figure 6 - Option 5: Multi NR cells split across satellite beams

Option (5) can be also for scalability to split several NR cells across different satellite beams with single NR beam cells or multi NR beam cells.
Option 1 and Option 2 are supported in existing NR specifications and are baseline for NR NTN.

Satellite Beam Hoping
Due to the large number of satellite beams to be served, the total power allocated to the satellite payload may be insufficient to have all beams active at the same time at the EIRP density defined in TR 38.821 [6].
For example, according to the reference satellite parameters defined in RAN1, the percentage of simultaneous active beams is from 1.5% to 10.02%.in both S and Ka :
	
	LEO600km Set1-1 FR1
	LEO600km Set1-2 FR1
	LEO600km Set 1-3 FR1
	LEO600km Set1-1 FR2

	Band
	S
	S
	S
	Ka

	Maximum Bandwidth per beam
	5 MHz
	5 MHz
	5 MHz
	400 MHz

	SCS
	15 kHz
	15 kHz
	15 kHz
	120 kHz

	Beam size(Note 1)
	50km
	50km
	50km
	TBD in next meeting

	Satellite EIRP density /beam (dBW/MHz)
	34
	34
	26
	TBD

	Payload Total DL power level (dBW)
	31.24
	23
	23.24
	

	Aggregated EIRP (Total) (dBW)
	61.24*
	53*
	53.24*
	

	Satellite Tx max Gain
	30 dBi
	30 dBi
	30 dBi
	

	Maximum EIRP per Satellite beam (dBW)
	41
	41
	33
	

	Total number of beam footprints
	1058
	1058
	1058
	800 (note 1)

	Total number of simultaneously active beams
	106
	16
	106
	12

	% simultaneously active beams
	10.02 %
	1.5 %
	10.02 %
	1.5 %


Table 1 - Reference satellite parameters considered in RAN1
Other aspects may impact the performance satellite active antenna and limit the number of simultaneously active beams:
· Number of antenna elements defines the antenna gain and impacts the coverage. More antenna elements improve coverage. Antenna element spacing gets smaller with high frequencies which makes it possible to have smaller antennas or have more antenna elements. But more antenna elements increases the size of the antenna especially at low frequencies.
· Number of transmitters define the number of simultaneous beams that can be created. More transmitters gives more capacity. But more transmitters also increases weight, power consumption & cost.
· Beamforming technique; whether Digital beamforming or Analog beamforming:
· With digital beamforming which has more costly hardware requirements (higher cost, power dissipation, size than analog RF beamforming) beamforming is done completely in the digital domain which enables multiple beams and multiple streams out of the same antenna array. Digital beamforming supports many control schemes to increase capacity including user-specific beams and adaptive grid of beams. Each radiating element has separate transceiver in digital beamforming.
· In case of Analog beamforming; beamforming is done in the analog domain by changing phase and amplitude of each antenna element. Each array has single transceiver per polarization. Analogue beamforming requires an RF chain ‘per beam’; It generates low number of beams. Lower cost, power dissipation, size than digital RF beamforming. With Analog beamforming, each beam contains the transmissions for all users if multiple users are scheduled during the same slot.

To cover the entire target service area with a good/acceptable quality of service, the Satellite Beam Hopping technique is typically used.
Satellite Beam Hopping (BH) refers to a sequential and repetitive beam illumination pattern decided by the mission segment (NCC). It is a well-known technique considered for multi-beam satellite communication system. It allows a satellite focusing its radio resources (Tx power and allocated spectrum) on where it is needed (typically according to traffic demand) by selectively illuminating beams [4].
The techniques enabling an efficient beam hopping in 5G NTN with an optimized satellite beam illumination plan are illustrated in Figure 8 and will be further discussed in the coming sections.
Satellite beam hoping techniques is well-known and efficient techniques in multi-beam satellite communication system to allow a satellite focusing its radio resources (Tx power and allocated spectrum) on where it is needed (typically according to traffic demand) by selectively illuminating beams.

Beam illumination timeline
As explained on the “beam hoping” subsection, the satellite beams should be illuminated for a limited share of the time to maximize the downlink capacity when active. Also, the number of available antenna port is limited for telecommunication payload for both DBFN and ABFN. In time, the satellite beams are mapped into beam index and a time slot as illustrated on the Figure below.
[image: ]
Figure 8 - Beam mapping timeline for beam hoping
The beam illumination pattern is constrained by necessary control and common signals to “keep alive” a NR cell for the connected UEs and UEs trying to perform RACH. These signals are:
· SSB, SIB1, SIB19,…
· RACH occasions,…
It is a problem of scheduling solved by implementation, but to achieve the expected 10% or 1.5% illumination target, some system level enhancements are needed as presented in the next paragraph. Note that SSB enhancement is not considered for this work.
The beam illumination pattern and then, the time a cell could be inactive is constrained by the necessity to transmit control and common signals and allow users to perform RACH.
Moreover, the illumination pattern should take into account the user traffic type and the associated QoS and the QoE.
The potential enhancements at the System Level
[image: ]
Figure 9 - Techniques enabling an efficient beam hopping in 5G NTN

Thereby, efficient power and beam management are needed for optimized satellite beam illumination plan. To this goal, different solutions should be combined together to enable an efficient beam hopping in 5G NTN. They are represented in Figure 9. The RAN2 related techniques are detailed in the following:
- Take benefit of beam management techniques specified in 5G NR and adopted as baseline in 5G NTN. This would allow to define/group a cluster of several satellite beams that are mapped to the same cell and for which the resources of the cell (including cell nominal power) will be shared based on NR beam management. In this case, 5G NR beam management techniques can allow an optimized satellite beam illumination plan. However, the 3GPP specified beam management algorithm is only operating at cell level and may de facto have some limitation and could not be used alone to resolve the issue discussed above and enable an optimized satellite beam illumination plan.
- Satellite payload power/energy saving techniques are also needed: Leveraging the new techniques that are being studied and specified in 3GPP Release-18 and Release-19; [7]. Because some of these studied techniques [8] are not going to be specified as part of Release-18 or Release-19, and because some other novel power/energy techniques may be need explored, further study of satellite payload power saving techniques in Release-19 would be highly recommended.
- Discontinuous coverage techniques already defined for NB-IoT can be studied for fixed to ground UE to support the beam illumination discontinuity inherent to beam hoping technique. According to [9],
“to enable the UE, in RRC_IDLE, to save power during periods of no coverage, the network provides NTN payload assistance information (e.g. ephemeris parameters, the start-time and/or carrier frequency of upcoming NTN payload coverage) to enable the UE to predict when coverage will be provided by upcoming NTN payloads. Predicting out of coverage and in coverage is up to UE implementation.”.
Note that in the beam hoping case, the NTN payload is the same and the start/end-time should be shorter than a satellite flight-over according to the revisit pattern. However, the revisit pattern could be pre-determined by a central orchestrator and signalled to the UE in advance if the interruption time is long enough to take benefits to go RRC_INACTIVE during the no coverage period. Radio link failures (RLF) management related to discontinuous coverage should be considered also.

Beam management, network energy saving and discontinuous coverage techniques can be used as discussion baseline on beam hoping techniques for downlink coverage enhancement in RAN2.
Wait for RAN1 results on system level and link level aspects that need enhancements and the corresponding needed improvements.

3	Conclusion
In the previous sections we made the following observations: 
1. Option 1 and Option 2 are supported in existing NR specifications and are baseline for NR NTN.
1. Satellite beam hoping techniques is well-known and efficient techniques in multi-beam satellite communication system to allow a satellite focusing its radio resources (Tx power and allocated spectrum) on where it is needed (typically according to traffic demand) by selectively illuminating beams.
1. The beam illumination pattern and then, the time a cell could be inactive is constrained by the necessity to transmit control and common signals and allow users to perform RACH.
1. Beam management, network energy saving and discontinuous coverage techniques can be used as discussion baseline on beam hoping techniques for downlink coverage enhancement in RAN2.

Based on the discussion in the previous sections we propose the following:
1. Wait for RAN1 results on system level aspects that need enhancements and the corresponding needed improvements.
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