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1. Introduction
In Rel 18 the application of AI/ML techniques to NR air interface has been studied and captured in TR 38.843 [1]. Based on this normative phase is agreed in Rel 19 with following objective.

Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models
·  Beam management – DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2

· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases
In this contribution, LCM-related aspects for NW-sided model are proposed to start the discussion in RAN 2.
2. Discussion
The TR 38.843 v18.0.0 defines functionality-based LCM as follows: 
[bookmark: _Int_jA2PycoW]In functionality-based life cycle management (LCM), the network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). Models may not be identified at the Network, and UE may perform model-level LCM. Whether and how much awareness/interaction network (NW) should have about model-level LCM requires further study. For functionality identification, there may be either one or more than one Functionality defined within an AI/ML-enabled feature, whereby AI/ML-enabled Feature refers to a Feature where AI/ML may be used. UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality. 
For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on at least one configuration of an AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG. 
After functionality identification, necessary mechanisms for UE to report updates on applicable functionality(es) among functionality(es) are studied, where the applicable functionalities may be a subset of all functionalities. Applicable functionalities can be reported by the UE.
The functional framework for AI/ML for NR air interface is illustrated in the following figure.
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2.1. LMF-side Model
The below table shows the mapping of functions to entities for positioning with LMF-side model.
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	[bookmark: _Int_Wn71d6VN]LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF



For model training, the LMF is the termination point for training data. How to perform the model training is up to implementation.
[bookmark: _Int_xJ1eq5cO]For LMF-side model inference, the UE or gNB can generate the necessary input data while the termination point for this input data lies within the LMF where the inference process is performed. If the UE generates the input data, it shall be delivered to the LMF via LPP signalling. If gNB generates the input data, NRPPa signalling shall be used to deliver to the LMF.
For monitoring at the LMF side, the gNB or UE can generate, if needed, calculated performance metrics or data required for performance metric calculation, while the termination point for these metrics is the LMF.
The model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the LMF when the monitoring resides within the LMF or UE. If the monitoring resides within the LMF, the LMF evaluates the applicable condition of AI/ML model functionality and decides upon selection/activation/deactivation/switching/fallback functionality control accordingly. If the monitoring resides within the UE, the LMF requests the applicable condition report from the UE and acts accordingly.

Proposal 1: If inference is performed at the LMF, LPP signalling is used when the input data is generated by the UE.
Proposal 2: If inference is performed at the LMF, NRPPa signalling is used when the input data is generated by the gNB.
Proposal 3: If the model/functionality monitoring resides within the LMF, the LMF evaluates the applicable condition of AI/ML model functionality and decides upon the selection/activation/deactivation/switching/fallback functionality control accordingly.
Proposal 4: If the model/functionality monitoring resides within the UE, the LMF requests the applicable condition report from the UE and decides upon the selection/activation/deactivation/switching/fallback functionality control accordingly.

2.2. gNB-side Model
The below table shows the mapping of functions to entities for positioning with gNB-side model.
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]



For model training, training data can be generated by the gNB, while the termination point for training data may include the gNB, or OAM. In TR, model training at LMF side is kept for further study. In positioning case, data from multiple gNB/TRPs are important and will be routed through LMF. It makes sense to use LMF for training, and eventually model monitoring and control. Therefore, during the normative phase this needs to be considered to study first its relevance and other impacts if any. AI/ML-enabled LMF can be used for model training. How to perform the model training is up to implementation. The trained model transfer to the gNB shall be carried out via NRPPa signalling.
For gNB-side model inference, input data is internally available at gNB. For this case, the UE can also generate the necessary input data while the termination point for this input data lies within the gNB where the inference process is performed.
For monitoring at the gNB side, and if needed, calculated performance metrics or data required for performance metric calculation, can at least be generated by the gNB. The model/functionality monitoring at the LMF side can be studied further. For monitoring at the LMF side, the gNB or UE can generate, if needed, calculated performance metrics or data required for performance metric calculation, while the termination point for these metrics is the LMF.
The model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) is performed by the gNB. The gNB evaluates the applicable condition of AI/ML model functionality and decides upon the selection/activation/deactivation/switching/fallback functionality control accordingly. The model/functionality control performed at the LMF can be studied further. If the monitoring is done at the gNB side, the LMF requests the applicable condition report of the AI/ML model functionality from the gNB and accordingly takes the control decision. If the monitoring is done within the LMF, the LMF evaluates the applicable condition of the AI/ML model functionality and takes the control decision accordingly.

Proposal 5: For gNB-side model, the model training performed at the LMF can be considered.
Proposal 6: The trained model at the LMF can be transferred to the gNB via NRPPa signalling.
Proposal 7: For gNB-side model, the model/functionality monitoring at the LMF can be considered.
Proposal 8: For gNB-side model and if the monitoring is at the LMF side, the gNB or UE can generate, if needed, calculated performance metrics or data required for performance metric calculation, while the termination point for these metrics is the LMF.
Proposal 9: For gNB-side model, the gNB evaluates the applicable condition of AI/ML model functionality and decides upon the selection/activation/deactivation/switching/fallback functionality control accordingly.
Proposal 10: For gNB-side model, the model/functionality control at the LMF can be considered.
Proposal 11: For gNB-side model and if the model/functionality control is at the LMF side and if the model monitoring is at the gNB side, the LMF requests the applicable condition report from the gNB and decides upon the selection/activation/deactivation/switching/fallback functionality control accordingly.
Proposal 12: For gNB-side model and if the model/functionality control and the model monitoring are at the LMF side, the LMF evaluates the applicable condition of AI/ML model functionality and decides upon the selection/activation/deactivation/switching/fallback functionality control accordingly.
3. Conclusion
This contribution provides the following proposals for functionality-based LCM for NW-sided model. 

Proposal 1: If inference is performed at the LMF, LPP signalling is used when the input data is generated by the UE.
Proposal 2: If inference is performed at the LMF, NRPPa signalling is used when the input data is generated by the gNB.
Proposal 3: If the model/functionality monitoring resides within the LMF, the LMF evaluates the applicable condition of AI/ML model functionality and decides upon the selection/activation/deactivation/switching/fallback functionality control accordingly.
Proposal 4: If the model/functionality monitoring resides within the UE, the LMF requests the applicable condition report from the UE and decides upon the selection/activation/deactivation/switching/fallback functionality control accordingly.
Proposal 5: For gNB-side model, the model training performed at the LMF can be considered.
Proposal 6: The trained model at the LMF can be transferred to the gNB via NRPPa signalling.
Proposal 7: For gNB-side model, the model/functionality monitoring at the LMF can be considered.
Proposal 8: For gNB-side model and if the monitoring is at the LMF side, the gNB or UE can generate, if needed, calculated performance metrics or data required for performance metric calculation, while the termination point for these metrics is the LMF.
Proposal 9: For gNB-side model, the gNB evaluates the applicable condition of AI/ML model functionality and decides upon the selection/activation/deactivation/switching/fallback functionality control accordingly.
Proposal 10: For gNB-side model, the model/functionality control at the LMF can be considered.
Proposal 11: For gNB-side model and if the model/functionality control is at the LMF side and if the model monitoring is at the gNB side, the LMF requests the applicable condition report from the gNB and decides upon the selection/activation/deactivation/switching/fallback functionality control accordingly.
Proposal 12: For gNB-side model and if the model/functionality control and the model monitoring are at the LMF side, the LMF evaluates the applicable condition of AI/ML model functionality and decides upon the selection/activation/deactivation/switching/fallback functionality control accordingly.
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