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1. [bookmark: _Ref129681832]Introduction
[bookmark: _Hlk162356374]In the RAN2#102 meeting, a new R19 WI on AI for air interface [1] was approved. One objective is about the AI/ML general framework for one-sided AI/ML models as follows.
-	AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
o	Signaling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signaling is part of the above objective 
o	Necessary signaling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
o	Signaling mechanism of applicable functionalities/models
In RAN2 #125-bis meeting, the description for NW side data collection is as follows:
8.1.3	NW side data collection
Contributions should focus on the mechanisms and principles identified for data collection for network side model training during rel-18
As highlighted part in yellow, data collection for NW-sided models is listed. In this contribution, we provide RAN2 impacts analysis for NW side data collection.
2. Discussion
In TR 38.843 [2], the R18 study outcome for NW-sided data collection is summarized as below:
	7.2.1.3.1	Considerations for network-side data collection 
A set of general data collection principles is expected to be considered for network-side model training. These include:
· UE to support data logging,
· UE to report the collected data periodically, event-based, and on-demand,
· The UE memory, processing power, energy consumption, signaling overhead should be considered.
Note: The above principles can be revised depending on RAN1 requirements.
Furthermore, and regarding the use cases in this study, the following is considered. 
For CSI and beam management use cases, the training of network-side models can consider both gNB and OAM-centric data collection mechanisms. The gNB-centric data collection implies that the gNB can configure the UE to initiate/terminate the data collection procedure. The potential impact of L3 signaling for the reporting of collected data should be assessed.  
On the other hand, OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered to achieve this. The potential impact on MDT for the RRC_CONNECTED state should be assessed.
For positioning use cases, when considering LMF-side inference, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF. While for LMF-side performance monitoring, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
Note: For gNB- and OAM-centric data collection, there may be a need to consult with RAN3 and SA5 whether/how OAM is to be involved.
Note: For possible impacts due to positioning use cases, there may be a need to consult with RAN3 whether/how NRPPa is to be involved.


We can see that the data collection requirements for different use cases are different. Thus, we will analyze the spec impacts for data collection for different use cases separately.  
It is noted that for NW side data collection, RAN1 is still discussing the requirements, and their progress may bring more impacts to RAN2. In this paper, we mainly use the previous RAN1 LS (in Rel-18 study phase) and RAN1#116 progress for RAN2 discussions.

1 
2 
NW-sided data collection for beam management
In RAN1 LS reply on data collection [3], the data content, typical data size, and typical latency requirement for all use cases have been analyzed as follows. 
	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	UE-side, NW-side
	L1-RSRPs and/or beam-IDs

	See Note 1 for L1-RSRPs
	Relaxed
	

	Inference
	UE-side
	Beam prediction results

	Small (10s of bits)
	Time-critical
	RAN1 has agreed to consider L1 signaling for this reporting

	
	NW-side
	L1-RSRPs, and Beam-IDs if needed, for Set B
	See Note 1 for L1-RSRPs
	Time-critical
	

	Monitoring
	UE-side
	Event occurrence and/or calculated performance metrics (from UE to NW)
See Note 4
	Small (10s of bits)
	Near-real-time
	

	
	UE-side
	L1-RSRP(s) and/or beam-ID(s)
See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	

	
	NW-side 
	L1-RSRP(s) and/or beam-ID(s)

See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	


This table includes both UE-sided and NW-sided models, we focus on the NW-sided model in this paper and the UE-sided model will be analyzed in another paper.
We summarize the table as follows:
For training and monitoring, the data content is the L1-RSRP or beam-ID(s). and the typical data size is up to 500 bits. 
For inference, RAN1 confirmed that they can use L1 signaling for this reporting, so we think RAN2 does not need to duplicate the discussion on solutions from the RAN2 point of view. In general, we can rely on the RAN1 solution for inference.
Besides, we notice that RAN1 has further discussion on data collection in RAN1 #116 [2]. RAN1 has achieved the following agreements for the data collection for beam management.
	Agreement
For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling
· Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications
· FFS on the report content for beam related information 
· FFS on max number of reported beam related information in one report 



In the yellow highlighted part, RAN1 indicates they will not capture “for NW-sided model, for inference”. But what the RAN1 wants is not clear. It may have two understandings as follows:
1. RAN1 will continue to discuss whether L1 signalling is used for training and monitoring; or
2. RAN1 rely on RAN2 to decide about this. 
Observation 1: For NW-sided data collection for beam management:
· For inference, the data contents use L1 signaling, with no RAN2 impacts.
· For training and monitoring, RAN1 may have two options:
1. RAN1 will continue to discuss whether L1 signalling is used for training and monitoring; or 
2. RAN1 rely on RAN2 to decide about this.

Since RAN1 has not decided whether to use L1 signaling for collecting data for training and monitoring, the necessity of using L3 signalling could be discussed in RAN2.
For NW-sided data collection, gNB-centric and OAM-centric data collection are captured in TR 38.843 [2]. The gNB-centric data collection implies that the gNB can configure the UE to initiate/terminate the data collection procedure. The OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure.  
	For CSI and beam management use cases, the training of network-side models can consider both gNB and OAM-centric data collection mechanisms. The gNB-centric data collection implies that the gNB can configure the UE to initiate/terminate the data collection procedure. The potential impact of L3 signaling for the reporting of collected data should be assessed.  
On the other hand, OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered to achieve this. The potential impact on MDT for the RRC_CONNECTED state should be assessed.


As the yellow highlighted part in 38.843, the training data for the NW side model can be collected by OAM or gNB. Regarding the inference and monitoring for beam management, the data should be collected by the gNB because the model should be deployed at the gNB side. 
Proposal 1: For the inference and monitoring of beam management cases, the data should be collected by gNB. For the training of beam management cases, the data can be collected by gNB or OAM.

If RAN1 confirms that L1 signaling is used for data collection for training /monitoring, based on the above observation, there should be no RAN2 impacts regarding the data reporting aspect. Other RAN2 impacts can be discussed once RAN1 has sufficient progress 
Observation 2: If RAN1 confirms that L1 signaling is used for data collection for training /monitoring, there should be no RAN2 impacts regarding the data reporting aspect.
Proposal 2: Other RAN2 impacts for the NW-sided training data collection can be discussed once RAN1 has sufficient progress.

Some requirements should be clarified before RAN2 discusses the detailed mechanism for NW-sided training data collection.
For the gNB-centric data collection, some companies proposed to consider L3 signaling for NW-sided data collection, e.g. user L3 signalling to report L1 measurements. However, based on the above observation, RAN1 will use L1 signaling for inference because the latency requirement is time-critical. As for the training and monitoring, the latency requirement is near real-time or relaxed. Thus, on top of L1 signalling solution, the necessity of using L3 signaling for NW-sided training or monitoring data collection should be clarified.
Proposal 3:  The necessity of using L3 signaling for NW-sided training or monitoring data collection should be clarified.

For any data collection solutions, we think user privacy and security need to be considered for NW-sided data collection. The collected data can be checked based on some principles, e.g. whether they may involve user privacy information or not. During Rel-18 study phase, when RAN2 discussed existing data collection methods, security and privacy aspects were also analyzed/compared, so this could be used as inputs for further RAN2 discussions. 
Proposal 4: For any NW-sided data collection solutions, the security and privacy aspects should be considered, and it depends on whether the collected data may involve user privacy information or not.

If the data is collected by the OAM, consider the user privacy and security, the MDT mechanism should be considered. This is because MDT is an E2E solution and the user consent is included (see annex for more details of MDT).
Proposal 5: If L3 signaling is used for collecting training data for NW-sided data collection for BM, MDT can be considered for enhancements.

NW-sided data collection for positioning
As for the NW-sided data collection for positioning, there are 5 cases listed in Rel-19 WID as follows:
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signaling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signaling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases


[bookmark: _Hlk162340044]It will be hard to converge if we discuss all the listed cases and the time also does not allow us to discuss all cases. Thus, RAN2 should focus on the first priority cases for NW-sided data collection for positioning.
Proposal 6: RAN2 should focus on the first priority cases (case 1/3a/3b) for NW-sided data collection for positioning.

Case 1 is UE-sided positioning, we will analyze this case in another paper for UE-sided data collection. Case 3a and case 3b will be analyzed in the following sections.
LMF-sided model for positioning (Case 3b)
For the data collection requirements for positioning, the RAN1 feedbacks are listed in the following table [3]:
	
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	All Cases


	Measurements (corresponding to model input): timing, power, and/or phase info
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	
	Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits 
See Note 3
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	Inference
	1
	Location coordinates as model output
	56 to 144 bits
See Note 3
	See Note 5
	

	
	2a, 3a
	Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	
	2b, 3b
	Measurements (corresponding to model input):
Timing, power, and/or phase info 
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	Monitoring
	All Cases
	See Note 8
	See Note 8
	Near-real-time
	See Note 6 and 7


Note 1: The necessity and feasibility of difference cases (Case1 to Case3b) needs further discussion/conclusion.
Note 2: For measurements as model input, no agreement on measurement types (i.e., time, power, and/or phase) in RAN1 for all cases (i.e., Case1 to Case3b). Measurement types (including their necessity) and sizes/dimension needs to be further discussed. Candidate measurement types discussed/evaluated for model input include CIR (contains timing, power and phase information), PDP (contains timing and power information), DP (contains timing information). For labels (i.e., model output) of AI/ML assisted positioning (Case2a, Case3a), RAN1 identified an initial listing of candidates that provide performance benefits (i.e., timing info, LOS/NLOS indicator). RSRP/RSRPP is for further discussion.
Note 3: The measurement size of one data sample = (measurement data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model input). The label size of one data sample = (label data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model output). The quantization and bit representation of time, power, and phase information (including their necessity) still need to be further discussed.  Existing specification allows reporting of up to 64 PRS/SRS resources per frequency layer for one positioning fix. For evaluations, most companies considered up to 18 TRPs. It should be noted that AI/ML positioning is not restricted to work only with maximum of 18 TRPs.
Note 5: There are no agreements on the reporting latency. 
Note 8: RAN1 has studied several types of related statistics where potential request/report of Monitoring related statistics and its necessity are for further discussion.


The contents for case 3b are highlighted in yellow. We can see that timing, power and/or phase info are listed in the table for training and inference. However, there is no agreement on measurement types as note 2. As for the latency requirements of inference, there is no agreement in RAN1 as can be seen in Note 5. Regarding monitoring, RAN1 needs further discussion as Note 8 indicates.
Besides, we notice that RAN1 has further discussion on data collection in RAN1 #116 [2]. RAN1 has achieved the following agreements for the data collection for positioning.
	Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.

Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time


As the yellow part describes, the timing information, paired timing information, and power information will be supported for case 3b.  This can be used for RAN2 discussion. 
As the green part describes, for gNB channel measurements reported to LMF for case 3b, the timing information is represented relative to a reference time. The spec impacts need to be further studied. This can be used for RAN3 discussion.
Observation 3: The data collection requirements for case 3b in the positioning use case are still under RAN1 discussion.
Proposal 7: RAN2 to postpone data collection discussion for case 3b of positioning use case and wait for RAN1 progress.

gNB-sided model for positioning (Case 3a)
For the data collection requirements for positioning, the RAN1 feedbacks are listed in the following table [3]:
	
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	All Cases


	Measurements (corresponding to model input): timing, power, and/or phase info
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	
	Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits 
See Note 3
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	Inference
	1
	Location coordinates as model output
	56 to 144 bits
See Note 3
	See Note 5
	

	
	2a, 3a
	Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	
	2b, 3b
	Measurements (corresponding to model input):
Timing, power, and/or phase info 
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	Monitoring
	All Cases
	See Note 8
	See Note 8
	Near-real-time
	See Note 6 and 7


Note 1: The necessity and feasibility of difference cases (Case1 to Case3b) needs further discussion/conclusion.
Note 2: For measurements as model input, no agreement on measurement types (i.e., time, power, and/or phase) in RAN1 for all cases (i.e., Case1 to Case3b). Measurement types (including their necessity) and sizes/dimension needs to be further discussed. Candidate measurement types discussed/evaluated for model input include CIR (contains timing, power and phase information), PDP (contains timing and power information), DP (contains timing information). For labels (i.e., model output) of AI/ML assisted positioning (Case2a, Case3a), RAN1 identified an initial listing of candidates that provide performance benefits (i.e., timing info, LOS/NLOS indicator). RSRP/RSRPP is for further discussion.
Note 3: The measurement size of one data sample = (measurement data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model input). The label size of one data sample = (label data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model output). The quantization and bit representation of time, power, and phase information (including their necessity) still need to be further discussed.  Existing specification allows reporting of up to 64 PRS/SRS resources per frequency layer for one positioning fix. For evaluations, most companies considered up to 18 TRPs. It should be noted that AI/ML positioning is not restricted to work only with maximum of 18 TRPs.
Note 5: There are no agreements on the reporting latency. 
Note 8: RAN1 has studied several types of related statistics where potential request/report of Monitoring related statistics and its necessity are for further discussion.


The contents for case 3a are highlighted in yellow. We can see that timing, power and/or phase info are listed in the table for training and inference. However, there is no agreement on measurement types as Note 2 says. As for the latency requirements of inference, there is no agreement in RAN1 as Note 5 indicates. Regarding monitoring, RAN1 needs further discussion as clarified in Note 8.
Besides, we notice that RAN1 has further discussion on data collection in RAN1 #116 [2]. RAN1 has achieved the following agreements for the data collection for positioning.
	Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.


As we can see, the LOS/NLOS indicator and/or timing information are supported for reporting for case 3a. There may be no RAN2 impact for case 3a in positioning because both LOS/NLOS indication and timing information use L1 signaling. Of course, RAN1 also mentioned that the details of the report need further discussion.  
Observation 4: The data collection requirements for case 3a in the positioning use case are still under RAN1 discussion.
Proposal 8: RAN2 to postpone data collection discussion for case 3a of positioning use case and wait for RAN1 progress.
3. [bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Conclusions
In this contribution, we share our views on NW side data collection, and our observation and proposals are shown as below:
For beam management
Observation 1: For NW-sided data collection for beam management:
· For inference, the data contents use L1 signaling, with no RAN2 impacts.
· For training and monitoring, RAN1 may have two options:
3. RAN1 will continue to discuss whether L1 signalling is used for training and monitoring; or 
4. RAN1 rely on RAN2 to decide about this.
Observation 2: If RAN1 confirms that L1 signaling is used for data collection for training /monitoring, there should be no RAN2 impacts regarding the data reporting aspect.

Proposal 1: For the inference and monitoring of beam management cases, the data should be collected by gNB. For the training of beam management cases, the data can be collected by gNB or OAM.
Proposal 2: Other RAN2 impacts for the NW-sided training data collection can be discussed once RAN1 has sufficient progress.
Proposal 3:  The necessity of using L3 signaling for NW-sided training or monitoring data collection should be clarified.
Proposal 4: For any NW-sided data collection solutions, the security and privacy aspects should be considered, and it depends on whether the collected data may involve user privacy information or not.
Proposal 5: If L3 signaling is used for collecting training data for NW-sided data collection for BM, MDT can be considered for enhancements.

For positioning
Observation 3: The data collection requirements for case 3b in the positioning use case are still under RAN1 discussion.
Observation 4: The data collection requirements for case 3a in the positioning use case are still under RAN1 discussion.

Proposal 6: RAN2 should focus on the first priority cases (case 1/3a/3b) for NW-sided data collection for positioning.
Proposal 7: RAN2 to postpone data collection discussion for case 3b of positioning use case and wait for RAN1 progress.
Proposal 8: RAN2 to postpone data collection discussion for case 3a of positioning use case and wait for RAN1 progress.
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5. Annex
The MDT procedure is as follows:
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