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[bookmark: _Ref129681832]At RAN#102 meeting, a new R19 WI on AI for air interface [1] was approved and revised in RAN#103 meeting [2]. One objective is about AI/ML general framework for one-sided AI/ML models.
Following RAN2#125 agenda, this paper is to provide RAN2 impacts for functionality based LCM for UE-sided model.
	8.1.2.2  LCM for UE-sided model  
Including functionality identification, additional conditions and further reporting of applicable functionalities 



Discussion
The detailed objective for the LCM for one-sided model is listed as below:
	Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models



In the WID [2], for work objectives, beam management and positioning are included. For CSI feedback enhancement, it is listed as one study objective. So we only focus on beam management and positioning in this paper.

According to TR 38.843 [3], the LCM components for AI/ML model/functionality include the following aspects (see section 4.2 in [3]):
	The following aspects, including the definition of components (if needed) and necessity, are studied in LCM:
-	Data collection
-	Note: This also includes associated assistance information, if applicable.
-	Model training
-	Functionality/model identification 
-	Model delivery/transfer
-	Model inference operation
-	Functionality/model selection, activation, deactivation, switching, and fallback operation.
-	Including: Decision by the network (either network initiated or UE-initiated and requested to the network), decision by the UE (event-triggered as configured by the network, UE’s decision reported to the network, or UE-autonomous either with UE’s decision reported to the network or without it)
-	Functionality/model monitoring
-	Model update
-	UE capability
Note: 	Some aspects in the list may not have specification impact. 


In the following sections, we will discuss the potential RAN2 impacts to support the above LCM components for the UE-sided model/functionality for beam management and positioning cases.

UE-sided model for Beam management
For beam management, we have two sub-use cases.
-	BM-Case1: Spatial-domain Downlink beam prediction for Set A of beams based on measurement results of Set B of beams
-	BM-Case2: Temporal Downlink beam prediction for Set A of beams based on the historic measurement results of Set B of beams
For the UE-sided model, the UE can predict for Set A based on the measurement of set B. The measurement results of the Set B beams will be the AI/ML model input. The UE-sided model can be trained at the OTT server, at the NW side, or at the UE locally. NW can be aware of the UE-sided model or may not be aware of it. Different working assumptions can have different specification impacts to support the AI/ML-based prediction for beam management. Table 1 discusses the potential impact for the LCM components one by one for BM use case.
Table 1: Potential RAN2 impacts to support the LCM components for UE side model for BM
	Data collection
	This part includes data collection mechanisms for functionality/model training/inference/monitoring. 
According to RAN2#125bis agenda, 8.1.4 is for UE side data collection for model training purpose, the discussion can be found in our paper [4].
For data collection for inference and monitoring purpose, we think there may be RAN2 impacts, which is analyzed in section 2.1.2.

	Model training
	The training can be left to implementation.
Data collection for Model training is covered in 8.1.4 in RAN2#125bis agenda and also discussed in our paper [4].

	Functionality identification
	This may have RAN2 impacts. Our analysis can be found in section 2.1.1.
For model identification, it is not listed in RAN2#125bis agenda.

	Model delivery/transfer
	This topic is not listed in RAN2#125bis agenda.

	Model inference operation
	The inference can be left to implementation.
For data collection for model inference, our analysis can be found in section 2.1.2.

	Functionality control
	May have RAN2 impacts. Discussion can be found in section 2.1.3.
For additional conditions and further reporting of applicable functionalities, we think they are related to functionality control, so our analysis can be also found in 2.1.3.

	Functionality monitoring
	Monitoring aspect may impact RAN2, and our analysis can be found in section 2.1.2.

	Model update
	Can be discussed together with model transfer/delivery. There is no agenda for it in RAN2#125bis agenda.

	UE capability
	Important but not urgent for now. Prefer RAN1 to identify the requirements first.



Based on above analysis, we have the following observation.
Observation 1: For BM, functionality identification, data collection for model training/model inference operation/functionality monitoring, and functionality control may have RAN2 impacts, so they could be discussed in RAN2#125bis meeting.
Based on observation 1, in the following sections, we provide technical analysis and views for the mentioned topics.

Functionality identification
In TR 38.843, the definition of functionality identification is captured as below:
	Functionality identification: A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE. Note: Information regarding the AI/ML functionality may be shared during functionality identification. Where AI/ML functionality resides depends on the specific use cases and sub use cases.



In addition, TR 38.843 also mentions the following:
	For UE-side models and UE-part of two-sided models:
-	For AI/ML functionality identification
-	Legacy 3GPP framework of feature is taken as a starting point.
-	UE indicates supported functionalities/functionality for a given sub-use-case.
-	UE capability reporting is taken as starting point.




Based on the above we can see that UE capability framework is a starting point for the UE to indicate to the network which of AI/ML functions for BM the UE will support. The granularity of the reporting is still under discussions in RAN1 and it depends on which functions will be eventually specified.In general, if static information needs to be reported for functionality identification, UE capability reporting should be the baseline. For static information, one example is whether the UE supports AI/ML-enabled beam management. The detailed requirements of the static information (e.g. granularity, information) can be left to RAN1 and as usual should be discussed at a later stage of the WI. 
For non-static information, some analysis has been captured in section 7.2.1.6 in TR 38.843, e.g.
The previously mentioned information could in principle be understood as "applicability-related information" in which the UE could, for example, report to the network conditions under which a model/functionality is applicable/suitable, or whether model(s)/functionality(es) are (non)applicable under the current context. Note, however, that the existing UE capability reporting framework cannot be used for such purposes. 

For non-static information (such as additional conditions and applicable functionality etc.), we provide our analysis in section 2.1.3 for additional conditions and applicable functionality.

Proposal 1: For UE-sided model for BM, if the static information needs to be reported for functionality identification, UE capability reporting should be the baseline and the detailed requirements can be left to RAN1.

Discussion on inference and monitoring aspects
In [6], for the data collection requirements for beam management, the RAN1 feedbacks are listed in the following table:
	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	UE-side, NW-side
	L1-RSRPs and/or beam-IDs

	See Note 1 for L1-RSRPs
	Relaxed
	

	Inference
	UE-side
	Beam prediction results

	Small (10s of bits)
	Time-critical
	RAN1 has agreed to consider L1 signalling for this reporting

	
	NW-side
	L1-RSRPs, and Beam-IDs if needed, for Set B
	See Note 1 for L1-RSRPs
	Time-critical
	

	Monitoring
	UE-side
	Event occurrence and/or calculated performance metrics (from UE to NW)
See Note 4
	Small (10s of bits)
	Near-real-time
	

	
	UE-side
	L1-RSRP(s) and/or beam-ID(s)
See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	

	
	NW-side 
	L1-RSRP(s) and/or beam-ID(s)

See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	



For inference for both functionality and model, RAN1 confirmed that they can use L1 signalling for this reporting, so we think RAN2 does not need to discuss solutions for the reporting. For configuration part, RAN2 could wait for more progress in RAN1.
Observation 2: For inference of UE-sided model for beam management:
· RAN1 view is that this can use L1 signalling for reporting. There is no need for RAN2 to discuss other reporting mechanism
· RAN2 may discuss the configuration impacts later, once more RAN1 progress is achieved


For functionality monitoring, we observe that section 7.1.3 in TR38.843 has captured concrete analysis, including KPIs, solution options. On one hand, the RAN2 impacts seem straightforward. On the other hand, RAN1 still needs to discuss more regarding solution down-selection, what kind of KPIs are needed (e.g. for performance metrics, RAN1 has listed 4 different alternatives etc.) and how to collect them (e.g. there are Type 1 and 2 performance/functionality monitoring). In this case, we think RAN1 can make more progress first, before RAN2 check possible signalling impacts to avoid parallel discussions in both RAN1 and 2.
Observation 3: Based on the latest RAN1 progress, we observe potential RAN2 impacts on functionality monitoring for beam management. More RAN1 progress will be helpful.
Proposal 3: RAN2 can wait for RAN1 progress before discussing the functionality monitoring for beam management.

Discussion on functionality control (including additional conditions and applicable functionality)
For functionality control, TR 38.843 mentions the following:
-	Management for Beam Management:
o	For UE-side model, the model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the UE when the monitoring resides within the UE.
o	For UE-side model, the model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the gNB when the monitoring resides within the gNB or UE.

It can be seen that functionality control can be done at UE or gNB, depending on monitoring options (i.e. whether the monitoring resides in the UE or the gNB and is closely related to RAN1 discussion on Type 1 and 2 performance monitoring). Based on this and Observation 3, once RAN1 can decide on monitoring options, RAN2 can discuss functionality control details.
Observation 4: For beam management in RAN2, functionality control details can be discussed once RAN1 make progress on monitoring options.

For additional conditions and applicable functionality, the following potential condition are provided in the TR 38.843 for UE-side AI/ML model for beam management:
	For BM-Case1 and BM-Case2 with a UE-side AI/ML model, the necessity and potential BM-specific conditions/additional conditions for functionality(ies) and/or model(s) are considered at least from the following aspects:
-	information regarding model inference 
-	Set A / Set B configuration
-	performance monitoring
-	data collection
-	assistance information



Firstly, we think additional conditions and applicable functionality do not have clear meaning in RAN1/RAN2. We are concerned about the requirements and motivation, before discussing any solutions.
Secondly, as shown above, RAN1 is still discussing the requirements and required parameters. We think requirements should be identified in RAN1 first. 
Thirdly, based on some companies’ contributions, the additional conditions may have two categories:
· parameters from UE, and then they may be used by UE or network
· parameters from network, and then they may be used by network or UE
In our opinion, after functionality identification (or UE capability reporting), the NW can initiate functionality control based on the information NW has. At UE side, if additional conditions are related to the use of the model(s), UE could initiate functionality control and optionally let NW know. On top of these, we would like to understand the motivation of exchanging the conditions/applicable info between UE and NW, and what are the expected UE/NW behaviors and impacts (e.g. transmission latency/reliability/overhead).

Proposal 2: For the additional conditions and applicable functionality for BM, requirements and required parameters should be clarified first, before discussing any solutions. We prefer to leave the discussions to RAN1.

UE-sided model for Positioning
In the objective, there are two type of UE-sided model for positioning accuracy enhancements, as highlighted with yellow marker [1].
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases


Table 2 discusses the potential RAN2 impacts for the LCM components one by one for positioning use case.
Table 2: Potential RAN2 impacts to support the LCM components for UE side model for positioning
	Data collection
	This part includes data collection mechanisms for functionality/model training/inference/monitoring. 
According to RAN2#125bis agenda, 8.1.4 is for UE side data collection for model training purpose, the discussion can be found in [4].
For data collection for inference and monitoring purpose, the analysis can be found below.

	Model training
	The training can be left to implementation.
Data collection for Model training is covered in 8.1.4 in RAN2#125bis agenda and discussed in our paper [4]. 

	Functionality identification
	This may have RAN2 impacts. Our analysis can be found in section 2.2.1.
For model identification, it is not listed in RAN2#125bis agenda.

	Model delivery/transfer
	This topic is not listed in RAN2#125bis agenda.

	Model inference operation
	The inference behavior can be left to implementation. Our analysis on data collection for inference can be found in section 2.2.2. 

	Functionality control
	May have RAN2 impacts. Discussion can be found in section 2.2.3.
For additional conditions and further reporting of applicable functionalities, we think they are related to functionality control, so our analysis can be also found in 2.2.3.

	Functionality monitoring
	Monitoring aspect may have RAN2 impacts. Our analysis can be found in section 2.2.2. 

	Model update
	Can be discussed together with model transfer/delivery. There is no agenda for it in RAN2#125bis agenda.

	UE capability
	Important but not urgent for now. Prefer RAN1 to identify the requirements first.



Based on above analyze, we have the following observation and proposal.
Observation 5: For positioning enhancements, functionality identification, data collection for model training/inference/functionality monitoring, and functionality control may have RAN2 impacts, so they could be discussed in RAN2#125bis meeting.

Functionality identification
Similar to the discussion in 2.1.1, if the UE would like to indicate static information to gNB/PRU/LMF for positioning, UE capability reporting should be the baseline. The detailed requirements can be left to RAN1.

Proposal 4: For UE-sided model for positioning, if the static information needs to be reported for functionality identification, UE capability reporting should be the baseline and the detailed requirements can be left to RAN1.

Discussion on inference and monitoring aspects
In [6], for the data collection requirements for positioning, the RAN1 feedbacks are listed below:
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	All Cases


	Measurements (corresponding to model input): timing, power, and/or phase info
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	
	Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits 
See Note 3
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	Inference
	1
	Location coordinates as model output
	56 to 144 bits
See Note 3
	See Note 5
	

	
	2a, 3a
	Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	
	2b, 3b
	Measurements (corresponding to model input):
Timing, power, and/or phase info 
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	Monitoring
	All Cases
	See Note 8
	See Note 8
	Near-real-time
	See Note 6 and 7



For case 1, the input data is internally available and the inference is internally performed at the UE. The model output is the location coordinates, so no RAN2 impact is foreseen. For case 2a, intermediate positioning measurement (or named as labels) for AI/ML assisted positioning are model output, which includes the initial candidates like timing info, LOS/NLOS indicator, and RSRP/RSRP is for further discussion. For latter case, the model output can reported to the NW as the assistant information for positioning. For RAN2, we can wait for the solution on the reporting and discuss the potential impact, e.g., the reporting configuration.
Observation 6: For the inference of UE-sided model for positioning:
· For case 1, no RAN2 impact is foreseen
· For case 2a, there may be RAN2 impact for reporting mechanism
· RAN2 can wait for RAN1 progress on the measurement reporting and may discuss the configuration impacts later

For functionality monitoring, RAN1 has discussed some types of potential assistance signalling and procedure for UE-network interaction, which is used for potential request/report of monitoring related statistics. RAN2 can wait for RAN1 for more progress and check whether there is RAN2 impact.
Observation 7: For the inference of UE-sided model for positioning, some potential assistance signalling and procedure for UE-network interaction are discussed.
Proposal 5: RAN2 can wait for RAN1 progress before discussing the functionality monitoring for positioning.


Discussion on functionality control (including additional conditions and applicable functionality)
For functionality control, TR 38.843 mentions the following:
-	Management for Positioning:
o	For UE-side model, the model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the UE when the monitoring resides within the UE.
o	For gNB-side model, the model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) is performed by the gNB.
o	The model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the LMF when the monitoring resides within the LMF or UE.

It can be seen that functionality control can be done at UE,  gNB or LMF, depending on monitoring options. Related to proposal 4, once RAN1 can decide on monitoring options, RAN2 can discuss functionality control details.
Observation 8: For positioning in RAN2, functionality control details can be discussed once RAN can decided on monitoring options.


As stated in the TR 38.843 (section 7.1.4) [3], the additional conditions and model capability can be considered for the positioning accuracy enhancements as below.
	AI/ML functionality and model identification:
-	Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.
-	Model capability, e.g., positioning accuracy quality and model inference latency.
-	Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information.
-	Note: the above-mentioned examples and terms “validity conditions”, “model capability”, and “Conditions and requirements” can be referred to the conditions and additional conditions discussed in the context of the model identification and functionality identification in clause 4.2.



As stated before, the additional conditions and applicable functionality is not clear and under discussion currently. The candidate conditions for discussion includes those for:
· Validity conditions indicating when the model can be used.
· Model capability indicating the model performance that can be guaranteed
· Conditions and requirements for reporting

As discussed in 2.1.3, the additional conditions are related to the use of the functionality/model(s), which we prefer to leave it to RAN1 to discuss. 
Proposal 6: For the additional conditions and applicable functionality for positioning, requirements and required parameters should be clarified first, before discussing any solutions. We prefer to leave the discussions to RAN1.

[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Conclusions
In this contribution, we share our views on general AI/ML framework. Our observations and proposals are summarized as follows:
Beam management use case:
Observation 1: For BM, functionality identification, data collection for model training/model inference operation/functionality monitoring, and functionality control may have RAN2 impacts, so they could be discussed in RAN2#125bis meeting.
Observation 2: For inference of UE-sided model for beam management:
· RAN1 view is that this can use L1 signalling for reporting. There is no need for RAN2 to discuss other reporting mechanism
· RAN2 may discuss the configuration impacts later, once more RAN1 progress is achieved
Observation 3: Based on the latest RAN1 progress, we observe potential RAN2 impacts on functionality monitoring for beam management. More RAN1 progress will be helpful.
Observation 4: For beam management in RAN2, functionality control details can be discussed once RAN1 make progress on monitoring options.

Proposal 1: For UE-sided model for BM, if the static information needs to be reported for functionality identification, UE capability reporting should be the baseline and the detailed requirements can be left to RAN1.
Proposal 2: For the additional conditions and applicable functionality for BM, requirements and required parameters should be clarified first, before discussing any solutions. We prefer to leave the discussions to RAN1.
Proposal 3: RAN2 can wait for RAN1 progress before discussing the functionality monitoring for beam management.

Positioning accuracy enhancements use case:
Observation 5: For positioning enhancements, functionality identification, data collection for model training/inference/functionality monitoring, and functionality control may have RAN2 impacts, so they could be discussed in RAN2#125bis meeting.
Observation 6: For the inference of UE-sided model for positioning:
· For case 1, no RAN2 impact is foreseen
· For case 2a, there may be RAN2 impact for reporting mechanism
· RAN2 can wait for RAN1 progress on the measurement reporting and may discuss the configuration impacts later
Observation 7: For the inference of UE-sided model for positioning, some potential assistance signalling and procedure for UE-network interaction are discussed.
Observation 8: For positioning in RAN2, functionality control details can be discussed once RAN can decided on monitoring options.

Proposal 4: For UE-sided model for positioning, if the static information needs to be reported for functionality identification, UE capability reporting should be the baseline and the detailed requirements can be left to RAN1.
Proposal 5: RAN2 can wait for RAN1 progress before discussing the functionality monitoring for positioning.
Proposal 6: For the additional conditions and applicable functionality for positioning, requirements and required parameters should be clarified first, before discussing any solutions. We prefer to leave the discussions to RAN1.
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