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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]At RAN2#102 meeting, a new R19 WI on AI for air interface [1] was approved. One objective is about AI/ML general framework for one-sided AI/ML models. This paper is to provide RAN2 impacts for functionality based LCM for NW-sided model.
Discussion
According to the WID, the detailed objective for one-sided model LCM is listed as below:
	Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models



In TR 38.843 [2], the LCM components are listed as below (as in section 4.2):
	The following aspects, including the definition of components (if needed) and necessity, are studied in LCM:
-	Data collection
-	Note: 	This also includes associated assistance information, if applicable.
-	Model training
-	Functionality/model identification 
-	Model delivery/transfer
-	Model inference operation
-	Functionality/model selection, activation, deactivation, switching, and fallback operation.
-	Including: Decision by the network (either network initiated or UE-initiated and requested to the network), decision by the UE (event-triggered as configured by the network, UE’s decision reported to the network, or UE-autonomous either with UE’s decision reported to the network or without it)
-	Functionality/model monitoring
-	Model update
-	UE capability
Note: 	Some aspects in the list may not have specification impact. 



In this section, we analyse every NW-sided model LCM components for the BM and Positioning cases.
NW-sided model for Beam management
Below, we analyse the LCM components one by one for BM use case.
For data collection, the basic target is to collect necessary data for NW-sided model training and inference. Since it is already covered by agenda 8.1.3 of this meeting, so we provide our analysis for this component in another document [5].
For NW-sided model training and update, as mentioned in TR 37.817 [3], the training and update process can be executed in either OAM or gNB. The details depend on calculation capability and vendor specific demands.
Observation 1: For NW-sided model of BM case, the detailed process of model training and update are implementation related.
After the model training or update is finished, the model should be deployed in the node to perform model inference. In the BM case, the NW-side model inference is executed in gNB, while the model training can be either in the gNB or other NW nodes. There is relevant discussion in NG-RAN AI work on this since Rel-17.
As in section 4.2 from [3], the model deployment/update message is sent from model training function to the model inference function, and it is defined as the following. 
	Model Deployment/Update: Used to initially deploy a trained, validated, and tested AI/ML model to the Model Inference function or to deliver an updated model to the Model Inference function. 



The model training function and model inference function can be both located inside the gNB, or the training function can be in the OAM while inference function in the gNB. For the NW-sided model of BM case, if the model is locally trained or updated in the gNB, there is no demand for inter-node model delivery/transfer, while if it resides in OAM or other nodes, the procedures of inter-node model transfer/delivery developed as part of NG-RAN AI WI can be reused.
Observation 2: For NW-sided model of BM case, the procedures of inter-node model transfer/delivery developed in NG-RAN AI work can be reused as a baseline.
Once the model is deployed at the gNB, the gNB can use it, e.g. to determine the top-k beams. The detailed process of model inference is left to model itself and to gNB implementation. However, some additional data needs to be used as an input for inference and this data needs to be provided to the gNB from the UE via air-interface signalling. In Rel-18, there were several rounds of inter-group discussion about data collection for inference requirements. Eventually, in the RAN1#116 meeting, RAN1 has agreed that “for NW-sided model, for inference”, and we understand that RAN1 will continue discussing L1 signalling reporting for training and monitoring purposes.
	For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling
· Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications
· FFS on the report content for beam related information 
· FFS on max number of reported beam related information in one report 



Observation 3: For NW-sided model of BM case, we observe that RAN1 will continue discussing whether/how to use L1 signalling to collect data for training and monitoring purposes.
For model identification/LCM control/monitoring, since the model identification is in SID phase and the model control/monitoring are highly relevant to it, we think they should be deprioritized. Then for functionality identification, it should be left to implementation, e.g. via offline alignment. In similar, the functionality control is executed inside the gNB, which can also be left to implementation. For functionality monitoring, according to [4] in Rel-18 discussion, the data content is the L1-RSRP or beam-ID(s), so there is no RAN2 impact.
Observation 4-1: For NW-sided model of BM case, the functionality identification and LCM control are gNB implementation.
Observation 4-2: For NW-sided model of BM case, the monitoring input is L1-RSRP or beam-ID and hence there is no RAN2 impact at this stage.
For UE capability, we think the legacy UE capability framework should be the baseline and there could be some new capabilities due to data collection for inference and monitoring. If there are no new requirements for UE to report data to NW, then there should be no UE capability impact.
Observation 5: For NW-sided model of BM case, any UE capability impact will depend on whether there is any new requirement from data collection for inference and monitoring.

Based on the above analysis, we have the following proposal:
Proposal 1: For NW-sided model of BM case, RAN2 could discuss whether/how to use L3 signalling for collecting data for monitoring and possible impacts due to the collection of inference data.


NW-sided model for Positioning
According to the WID, the positioning accuracy enhancement case includes the following sub-use cases, with different priorities.
	· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning



Among all the sub-use cases, 2b/3b/3a are based on NW-sided model. According to RAN2#125bis agenda, 8.1.3 is for NW side data collection for model training purpose, so the LCM components can be checked one by one for Positioning use case.  Considering the priority, in this sub-clause, we shall provide concrete analysis about 3a/3b.
Discussion on case 3a
For case 3a, the gNB-sided model shall infer assisted positioning information, e.g. LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement. For the data collection part, it is also analysed in another document from us [5] [REF].
For model training/update, similar to BM case, the model can be either trained/updated in gNB or other NW-side nodes, e.g. LMF. The detail training/update process should be left to implementation and is out of RAN2 scope.
Observation 6: For positioning accuracy enhancement case 3a, the detail process of model training and update are out of RAN2 scope.
After the model training or update is finished, for case 3a, the model should be deployed in the gNB to perform model inference. Therefore, if the model is locally trained or updated in the gNB, there is no need for inter-node model delivery/transfer, while if in LMF or other nodes, the procedures for inter-node model transfer/delivery should be discussed. For example, the LMF can transfer/delivery the models to gNB via NRPPa protocol. Further, how to define the model transfer/delivery format, e.g. in open or proprietary format, may require more discussions. Hence, we propose RAN1 to provide detail demands for the inter-node model transfer/delivery of positioning case.
Observation 7: For positioning accuracy enhancement case 3a, RAN1 to provide detail demands for the inter-node model transfer/delivery of positioning case.
The gNB can use AI models to infer assisted positioning information. The detailed process of model inference is left to model itself and to gNB implementation. The collection of the input data for inference relies on air-interface signalling, e.g. SRS, as agreed in the last RAN1 #116 meeting. Currently, for inference, RAN1 has no agreements on measurement types (i.e., time, power, and/or phase), quantization and bit representation of time for all cases. Thus, it may be hard for RAN2 to discuss it for now. For example, if later RAN1 prefers to have real-time requirement for the reporting, they may prefer L1 signalling. If that happens, there should be no RAN2 impacts. 
Observation 8: For positioning accuracy enhancement case 3a, the model inference operation depends on RAN1 further discussion.
For model identification/LCM control/monitoring, we share the similar opinion as in NW-sided model of BM case, they should be deprioritized. Then for functionality identification/LCM control/monitoring, the gNB and LMF should be involved, which also may introduce NRPPa enhancements. Further for functionality monitoring, RAN1 has studied several types of related statistics where potential request/report of monitoring related statistics and its necessity are still for further discussion.
Observation 9: For positioning accuracy enhancement case 3a, the functionality identification/LCM control/monitoring involve gNB and LMF, but still need more RAN1 progress.
For UE capability, we also share the similar opinion with the NW-sided model of BM case, i.e. the legacy UE capability framework should be the baseline. RAN1 has agreed that the measurements for determining model input are based on DL PRS and UL SRS in their 116# meeting. Therefore, if there are enhancements for the two reference signallings, the UE capability should be further checked, and otherwise, there should be no UE capability impact.
Observation 10: For positioning accuracy enhancement case 3a, whether there is UE capability impact depends on demands for reference signalling.

Based on the above analysis, we have not observed any RAN2 impacts for now for case 3a.

Discussion on case 3b
For case 3b, the LMF-sided model shall infer direct positioning information, while the input data can be generated by gNB and terminated at LMF. For the data collection part, it is also analysed in another document from us.
Comparing to case 3a, the only difference from RAN2 aspects is that the gNB sends AI model input data to LMF, instead to send inferenced assisted positioning information. Hence, we have the following observations.
[bookmark: _GoBack]Observation 11: For positioning accuracy enhancement case 3b, the detailed processes of model training and update are out of RAN2 scope.
Observation 12: For positioning accuracy enhancement case 3b, the model transfer/delivery is out of RAN2 scope.
Observation 13: For positioning accuracy enhancement case 3b, the model inference operation depends on RAN1 further discussion.
Observation 14: For positioning accuracy enhancement case 3b, the functionality identification/LCM control/monitoring are involved with gNB and LMF, and still needs more RAN1 progress.
Observation 15: For positioning accuracy enhancement case 3b, whether there is UE capability impact depends on demands for reference signalling.

Based on the above analysis, we have not observed any RAN2 impacts for now for case 3b.
Observation 16: For case 3a and 3b, we observe no RAN2 impacts for now.

[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Conclusions
In this paper, following RAN2#125bis agenda, we provide our analysis on functionality based LCM for NW-sided model. The relevant use cases are beam management and positioning. We have the following observations and proposals.
NW-sided model for Beam management
Observation 1: For NW-sided model of BM case, the detailed process of model training and update are implementation related.
Observation 2: For NW-sided model of BM case, the procedures of inter-node model transfer/delivery developed in NG-RAN AI work can be reused as a baseline.
Observation 3: For NW-sided model of BM case, we observe that RAN1 will continue discussing whether/how to use L1 signalling to collect data for training and monitoring purposes.
Observation 4-1: For NW-sided model of BM case, the functionality identification and LCM control are gNB implementation.
Observation 4-2: For NW-sided model of BM case, the monitoring input is L1-RSRP or beam-ID and hence there is no RAN2 impact at this stage.
Observation 5: For NW-sided model of BM case, any UE capability impact will depend on whether there is any new requirement from data collection for inference and monitoring.

Proposal 1: For NW-sided model of BM case, RAN2 could discuss whether/how to use L3 signalling for collecting data for monitoring and possible impacts due to the collection of inference data.

NW-sided model for Positioning
Observation 6: For positioning accuracy enhancement case 3a, the detail process of model training and update are out of RAN2 scope.
Observation 7: For positioning accuracy enhancement case 3a, RAN1 to provide detail demands for the inter-node model transfer/delivery of positioning case.
Observation 8: For positioning accuracy enhancement case 3a, the model inference operation depends on RAN1 further discussion.
Observation 9: For positioning accuracy enhancement case 3a, the functionality identification/LCM control/monitoring involve gNB and LMF, but still need more RAN1 progress.
Observation 10: For positioning accuracy enhancement case 3a, whether there is UE capability impact depends on demands for reference signalling.
Observation 11: For positioning accuracy enhancement case 3b, the detailed processes of model training and update are out of RAN2 scope.
Observation 12: For positioning accuracy enhancement case 3b, the model transfer/delivery is out of RAN2 scope.
Observation 13: For positioning accuracy enhancement case 3b, the model inference operation depends on RAN1 further discussion.
Observation 14: For positioning accuracy enhancement case 3b, the functionality identification/LCM control/monitoring are involved with gNB and LMF, and still needs more RAN1 progress.
Observation 15: For positioning accuracy enhancement case 3b, whether there is UE capability impact depends on demands for reference signalling.

Observation 16: For case 3a and 3b, we observe no RAN2 impacts for now.
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