[bookmark: OLE_LINK283]3GPP TSG-RAN WG2 Meeting #125bis											R2-2403153
Changsha, CHINA, 15th - 19th Apr 2024							 

Source: 	SHARP 
Title:  	General LCM Framework for NW-sided model
Agenda Item:	8.1.2.1
Document for:	Discussion 
[bookmark: _Ref165266342]Introduction
In RAN #102, work-item (WI) called AI/ML for Air Interface was approved [1]. 
Following objectives on AI/ML model/functionality LCM were captured in the AI/ML for air interface WI:
Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback.
· Identification related signalling is part of the above objective.
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models.
· Signalling mechanism of applicable functionalities/models











In this contribution, we discuss the procedure to enable network-initiated or controlled monitoring of AI/ML model/functionality required to enhance the overall model management/LCM. We also discuss the signalling overhead and related challenges associated with frequent monitoring and potential ways to address them. The Model identification and model transfer/delivery will be covered after further RAN1 progress. Data collection collection aspects will be covered in section 8.1.3/8.1.4.
Discussion
A simple signaling procedure to enable AI/ML model monitoring for Functionality and Model based AI/ML Life Cycle Management (LCM) is presented in Fig. 1. As illustrated in Fig. 1, the network may configure UEs to perform data collection of selective parameters, inferences or KPIs for model monitoring and training based on for e.g., the AI/ML model parameters, use-case, type of functionality/model, applicable scenarios etc. The model monitoring may help in assessing and reflecting a model’s performance in terms of for e.g., accuracy, relevance, complexity, signaling overhead for a model’s LCM etc. The KPIs maybe selected based on a target use-case and/or the applied model. For this, the reporting of device side information such as the UE memory, processing power, energy consumption, signalling overhead may also be considered. As a first step, the network may request AI/ML UE capability information with the help of for e.g., enhanced UE capability reporting procedure for AI/ML capability reporting. As a next step, considering the use-case requirements and applicable scenarios, the network may decide to configure the UE(s) to perform data collection of selective KPIs to use it for e.g., for model training and monitoring as shown in step 2 Fig. 1. This could be helpful in assessing the performance of the AI/ML model, device as well as prediction and rectification of any issues that could lead to performance degradation in a selected use-case. 

The UE may be configured by the network to monitor/measure selective performance KPIs or parameters and report it back either periodically or in an event triggered manner as depicted in step 3 and 4, Fig. 1 respectively. Upon receiving the monitoring configuration and command from the network, the UE may apply the provided configuration and send an acknowledgement to the network as shown in step 5, 6 Fig. 1. Following this the UE(s) may start monitoring, collect the relevant data, and report the monitored AI/ML model/functionality KPIs to the network. 
If a functionality-based LCM is used, the network may signal to activate or de-activate the selected functionality/feature for a target use-case and the UE may select and apply the appropriate corresponding AI/ML model or fall back to legacy procedure. Similarly, if the Model-ID based LCM is used, the network may use Model ID to activate the model corresponding to the target use-case. It is worth noting that for the NW-side model, the decision to (de) activates or switch the functionality or model is done by the network. Whereas, for the UE-side it may be done by the network or the UE respectively. The data collected via model monitoring may also be used help model training entity in model optimization and updates. Furthermore, different aspects of monitoring need to be further discussed in detail such as configuration, initiation of monitoring and provision of necessary information to facilitate monitoring, selection of appropriate KPIs, reporting of monitoring results/outcomes and the application of consequent action from the network or relevant entity etc.



Figure 1: Overview of signaling procedure for enabling and configuring NW-Side AI/ML model/functionality monitoring.
[bookmark: _Hlk134696421]Observation 1: For the NW-side functionality/model, the network may control and configure the data collection aspects for AI/ML model performance monitoring for Functionality/Model based LCM. 
Observation 2: The network may use information obtained via AI/ML monitoring of a given AI/ML model or functionality for prediction and (pre-emptive) rectification of any issues that could lead to performance degradation in a selected use-case (specifically for the NW side functionality/model). AI/ML model monitoring can also help in efficient optimization of AI/ML Model(s) or functionality applied to a target (sub) use-case.
Observation 3: The NW may monitor the model performance and make decisions for model activation/ deactivation/updating/switching or fallback etc.
Proposal 1: RAN2 to discuss procedures to enable and initiate NW-side or network-controlled monitoring of AI/ML model/functionality for functionality and model ID based LCM.
Frequent reporting/data collection for model/functionality monitoring may lead to significant signaling overhead in both uplink and downlink directions. In uplink, the UE may transmit measurements and status updates to the network, while in downlink, the network may send configuration commands or response messages to the UE. 
Furthermore, continuous AI/ML model/functionality monitoring activities may also lead to increased device power consumption and may drain the device's battery faster, reducing its overall battery life and user satisfaction.
The increased signaling overhead resulting from frequent monitoring activities can contribute to network congestion and higher latency. This can lead to delays in data transmission, degraded user experience, increased network resource usage and hence decreased network efficiency. To address concerns regarding signaling overhead in model monitoring, the network may configure UE(s) for reporting monitoring information either periodically or based on (pre) configured triggers or conditions. The network may also individually configure UE(s) with same or different triggering conditions based on UE scenario and the use case.
Proposal 2: RAN2 to discuss triggering conditions that the network may configure for initiating or termination of AI/ML model/functionality monitoring procedure for both NW-side and UE-side cases.
Proposal 3: RAN2 to discuss procedure for configuring triggers/conditions and periodicity for model/functionality monitoring considering signaling overhead for both NW-side and UE-side cases.
In summary, while frequent monitoring procedures may introduce signalling overhead, its efficient implementation may enhance overall AI/ML model/functionality LCM in RAN by providing real-time visibility, enabling proactive maintenance, optimizing resource allocation, facilitating dynamic adaptation, optimizing performance, and enabling data-driven decision-making.
Conclusions
Based on the analysis given above, we have the following observations and proposals:
Observation 1: For the NW-side functionality/model, the network may control and configure the data collection aspects for AI/ML model performance monitoring for Functionality/Model based LCM. 
Observation 2: The network may use information obtained via AI/ML monitoring of a given AI/ML model or functionality for prediction and (pre-emptive) rectification of any issues that could lead to performance degradation in a selected use-case. AI/ML model monitoring can also help in efficient AI/ML Model(s) or functionality optimization applied to a target (sub) use-case.
Observation 3: The NW may monitor the model performance and make decisions for model activation/ deactivation/updating/switching or fallback etc. 
Proposal 1: RAN2 to discuss procedures to enable and initiate network-controlled monitoring of AI/ML model/functionality for functionality and model ID based LCM.
Proposal 2: RAN2 to discuss triggering conditions that the network may configure for initiating or termination of AI/ML model/functionality monitoring procedure for both NW-side and UE-side cases.
Proposal 3: RAN2 to discuss procedure for configuring triggers/conditions and periodicity for model/functionality monitoring considering signaling overhead for both NW-side and UE-side cases.
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