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[bookmark: _Int_xd98qAKM]During the Rel.18 study, a liaison statement (LS) regarding data collection requirements and assumptions for various sub-use cases was forwarded from RAN1 to RAN2 [1]. This LS included feedback from RAN1 on the data collection needs for different purposes (such as model training, inference, and monitoring) for each sub-use case, taking into account LCM considerations. We recommend that the data content and relevant information detailed in the RAN1 LS be used as the foundation for RAN2.

Proposal 1: The data content and relevant information within RAN1 LS on data collection should serve as the foundation for RAN2.

Provided with essential information such as data size, reporting type, and latency requirements for data collection, RAN2 should now begin to explore the feasibility of existing data collection mechanisms within current RAN specifications based on the requirements outlined in the document.

Proposal 2: RAN2 is to evaluate the potential use of existing data collection methods in current RAN specifications for data collection for different LCM purposes, while considering the requirements outlined in the LS.

Training Data Collection for UE-sided model 
The study objectives discussed during plenary meeting RAN#102 [2] have been included below for reference:
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 




Regarding the data collection for UE-side model training, the following agreement has been reached in the AI/ML SI [3]:

	7.2.1.3.2	 Data collection for UE-side model training 
The following proposals were discussed in RAN2: 
1.	UE collects and directly transfers training data to the Over-The-Top (OTT) server;
1a) OTT (TRansparent)
1b) OTT (non-TRansparent)
2.	UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.
3.	UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.




RAN2 has identified four potential solutions (e.g., 1a, 1b, 2, 3) for data collection for a UE-sided model training. However, the study by RAN2 was not completed and no recommendation was reached. Therefore, it is suggested that RAN2 continue the study on the identified solutions.

Proposal 3: RAN2 shall further discuss four potential solutions for data collection for a UE-sided model training. 

Observation 1: Option 1, OTT data collection for a UE-sided model training is transparent to 3GPP and, therefore, does not have any specification impact.

Use-case Positioning
The WID [2], lists, among others, the following as objective for RAN2:

	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases



Among the first priority use cases for positioning, the UE sided model is applicable to: 
Case 1: UE-based positioning with UE-side model, direct AI/ML positioning

Likewise, for the second priority use cases for positioning, the UE sided model is applicable to: 
Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning

Data collection for training
Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
As discussed in our companion contribution [4], both training an AI/ML model and monitoring the performance of the AI/ML model requires high quality ground truth labels associated with it. 

Especially in indoor scenarios, it is challenging to get ground truth labels, because GNSS does not work indoors, and RAT dependent and RAT-independent methods currently specified cannot deliver high quality labels in scenarios dominated by heavy multipath. Hence, it may be beneficial to utilize other sensor information available at the UE. 

Based on UE capabilities, the UE may be equipped with additional sensors, such as Lidar, camera, or radar sensors. The UE may be configured to search for certain features containing the ground truth labels, such as landmarks, which may be QR codes, visible markers, orientation markers and so on. For example, an autonomous guided vehicle in an indoor factory scenario may be configured to detect QR codes or NFC tags as it moves along a path. Detection of such information could provide a ground truth label in such scenario. 

Observation 2: Use of classical positioning methods on their own may lead to degradation in the quality of training / monitoring data, especially in scenarios dominated by NLOS and multipath. 

[bookmark: _Int_pT9ShTxW]Observation 3: UEs may be equipped with additional sensors (such as camera and radars) and may have applications that are able to detect and provide ground truth labels. 

Proposal 4: RAN2 shall discuss what additional information from the UE can be provided to the LMF or OTT server which trains the UE-sided model to ascertain the ground truth. The following information could be transferred from the UE to obtain ground truth labels:  
· Information from on-board sensors, such as camera and radars 
· Information from processing tags, such as QR codes, NFC tags
· Information obtained from other positioning systems deployed in parallel to 3GPP system. 
[bookmark: _Int_2sG1ZaA4]
Although the ground truth information is available at the UE and can be used for training and monitoring purposes, training a model at the UE side may be resource (e.g. battery, processing power) heavy at the UE side. There may be need to transmit the ground truth information to the network side. 

Proposal 5: RAN2 shall consider privacy preserving mechanisms to provide training data containing ground truth label to the network or external server, for training the UE-sided model.  

Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
For AI/ML assisted positioning with UE-sided model, similar to AI/ML assisted positioning with gNB sided model, we need to agree how the ground truth labels are collected. 

Proposal 6: RAN2 shall finalise additional requirements for the data collection UE-assisted/LMF-based positioning with UE-sided model after the data collection for NG-RAN node assisted/LMF-based positioning with gNB sided model is concluded. 

Conclusions
In this contribution, we have made the following observations and proposals:

Observation 1: Option 1, OTT data collection for a UE-sided model training is transparent to 3GPP and, therefore, does not have any specification impact.
Observation 2: Use of classical positioning methods on their own may lead to degradation in the quality of training / monitoring data, especially in scenarios dominated by NLOS and multipath. 
Observation 3: UEs may be equipped with additional sensors (such as camera and radars) and may have applications that are able to detect and provide ground truth labels. 

Proposal 1: The data content and relevant information within RAN1 LS on data collection should serve as the foundation for RAN2.
Proposal 2: RAN2 to consider conducting a study to evaluate the potential use of existing data collection methods in current RAN specifications for data collection for different LCM purposes, while considering the requirements outlined in the LS.
Proposal 3: RAN2 shall further discuss four potential solutions for data collection for a UE-sided model training. 
Proposal 4: RAN2 shall discuss what additional information from the UE can be provided to the LMF or OTT server which trains the UE-sided model to ascertain the ground truth. The following information could be transferred from the UE to obtain ground truth labels:  
· Information from on-board sensors, such as camera and radars 
· Information from processing tags, such as QR codes, NFC tags
· Information obtained from other positioning systems deployed in parallel to 3GPP system. 
Proposal 5: RAN2 shall consider privacy preserving mechanisms to provide training data containing ground truth label to the network or external server, for training the UE-sided model.  
Proposal 6: RAN2 shall finalise additional requirements for the data collection UE-assisted/LMF-based positioning with UE-sided model after the data collection for NG-RAN node assisted/LMF-based positioning with gNB sided model is concluded. 
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