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1	Introduction
Scheduling enhancements is part of the objectives of Rel-19 XR ph3, stated in RP-240791:
	· Specify Enhancements for Scheduling, as follows: 

· For the UL, Study and if justified, specify enhancements using delay/deadline information, for support of UL scheduling to enable high XR capacity while meeting delay requirements/avoiding too late PDUs. [RAN2]

· Note: LCP implementation complexity need to be taken into account when evaluating solutions.
· Note: Check in RAN#105  


2	Discussion
2.1	Logical Channel Prioritization (LCP)
XR are characterized by high data rate requirements and relatively small packet delay budget (PDB). Therefore, low-latency communication is critical for XR applications. Additionally, XR traffic may consist of multiple flows with different QoS requirements in UL. Intra-UE prioritization between different flows is handled by the logical channel prioritization (LCP) procedure specified in MAC specifications. Current 3GPP specified LCP procedure prioritizes bit rate requirements by avoiding starvation of low priority logical channels due to e.g., a large amount of data belonging to a higher priority logical channel arriving in the UE buffer. 
Possible changes to the LCP procedure were heavily debated in the Rel-18 Study already, and the outcome of the discussions can be found in section 5.12 of 38.835, echoed below for convenience:
	Depending on how the mapping of PDU Sets onto QoS flows is done in the NAS and how QoS flows are mapped onto DRBs in the AS, we can distinguish the following alternatives (as depicted on Figure 5.1.2-1 below):
-	111: one-to-one mapping between types of PDU Sets and QoS flows in the NAS and one-to-one mapping between QoS flows and DRBs in the AS. From a Layer 2 structure viewpoint, this alternative is already possible and requires as many DRBs as types of PDU Sets. Providing different QoS for the types of PDU Sets sent in different DRBs is already possible.
-	NN1: one-to-one mapping between types of PDU Sets and QoS flows in the NAS and possible multiplexing of QoS flows in one DRB in the AS. From a Layer 2 structure viewpoint, this alternative is already possible but gives each QoS flows multiplexed in a DRB the same QoS. Providing different QoS for the types of PDU Sets (i.e. QoS flows) multiplexed in a single DRB is currently not possible.
-	N11: possible multiplexing of types of PDU Sets in one QoS flow in the NAS and one-to-one mapping between QoS flows and DRBs in the AS. From a Layer 2 structure viewpoint, this alternative is already possible but gives each QoS flow/DRB one QoS. Providing different QoS for the types of PDU Sets multiplexed in a single QoS flow/DRB is currently not possible.
-	N1N: possible multiplexing of types of PDU Sets in one QoS flow in the NAS and demultiplexing of types of PDU Sets from one QoS flow on multiple DRBs in the AS. From a Layer 2 structure viewpoint, demultiplexing of types of PDU Sets from one QoS flow onto multiple DRBs is currently not possible.
NOTE:	The multiplexing of several types of PDU sets on the same QoS flow is allowed by the CN.


Figure 5.1.2-1: Mapping Alternatives
When comparing these alternatives, it was agreed that a QoS flow cannot be mapped onto multiple DRBs in the uplink, thereby excluding alternative N1N. For the other alternatives, providing different QoS by splitting PDU sets of one DRB to different RLC bearers will not be possible i.e. that splitting a DRB onto multiple RLC entities will remain limited to existing cases (e.g. duplication).
In addition, the notion of PDU Set does not impact the granularity of:
-	SDAP SDU handling: SDAP still maps every incoming SDU to a single PDU for a single PDCP entity;
-	Retransmissions: HARQ still relies on MAC PDUs and ARQ on RLC PDUs.
In terms of logical channel prioritisation in uplink, changes due to PDU prioritisation will not be introduced, e.g. delay criteria was considered but agreed not to be pursued further unless fundamental issues are identified.



In our views, the fundamentals remain the same: LCP being a real-time procedure, we should be extremely careful when bringing changes. Increasing the QoS granularity beyond that of the logical channel would bring new challenges and increase complexity. Furthermore, if we consider PDU-sets, it would be more difficult since not all UEs support PDU-sets, or PDU-sets treatment might differ from UE to UE. Therefore, the QoS granularity of the LCP procedure should remain the logical channel. Temporary priority adjustment for certain LCH(s) taking delay information into account could be considered if needed without increase the LCP complexity.
Proposal 1: LCH granularity must still be used for the LCP procedure. Note that it does not exclude priority changes of LCHs based on delay information if needed.
2.2	Delay Status Report (DSR)
Currently, DSR only provides smallest remaining time and total data buffered below threshold for the LCG without finer granularity of how much data is with which remaining time, or the importance level of the data in case of congestion. The low importance data are currently excluded in DSR before it’s discarded. However, it might take UL grant space intended for high importance data in case the low importance data is ahead in the queue. Enhancement on DSR could be considered to provide more detailed delay related information to the NW to improve scheduling efficiency.
Proposal 2: Potential enhancements on DSR could be considered to provide more detailed information to the NW. 
3	Conclusion
This contribution has discussed scheduling enhancements for XR services and made the following proposals:
Proposal 1: LCH granularity must still be used for the LCP procedure. Note that it does not exclude priority changes of LCHs based on delay information if needed.
Proposal 2: Potential enhancements on DSR could be considered to provide more detailed information to the NW. 
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