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1	Introduction
This Tdoc handles open issues for SL evolution on SL C-LBT and Tx profile for backwards compatibility.
2	Discussion
2.1	SL C-LBT cancellation
In RAN2#125 a change reflected in Table A.2.1 of R2-2400258 was agreed, replacing the stop condition of the sl-LBT-FailureDetectionTimer with a general note to cancel any triggered Sidelink consistent LBT failure(s). This lead to the question whether the proposal in R2-2400294, to add a stop condition for the sl-LBT-RecoveryTimer upon BWP deactivation.
	5.31.2	Sidelink LBT failure detection and recovery procedure
The MAC entity may be configured by RRC with a SL consistent LBT failure detection and recovery procedure. SL consistent LBT failure is detected per RB set by counting SL LBT failure indications, for all SL transmissions, from the lower layers to the MAC entity.
RRC configures the following parameters in the sl-lbt-FailureRecoveryConfig:
-	sl-lbt-FailureInstanceMaxCount for the SL consistent LBT failure detection;
-	sl-lbt-FailureDetectionTimer for the SL consistent LBT failure detection;
The following UE variable is used for the SL consistent LBT failure detection procedure:
-	SL_LBT_COUNTER (per RB set): counter for SL LBT failure indication which is initially set to 0.
For activated SL BWP configured with sl-lbt-FailureRecoveryConfig, the MAC entity shall:
1>	if SL LBT failure indication has been received from lower layers for an RB set of the configured pool(s) of resources in the SL BWP:
2>	start or restart the sl_lbt-FailureDetectionTimer for the RB set;
2>	increment SL_LBT_COUNTER for the RB set by 1;
2>	if SL_LBT_COUNTER >= sl-lbt-FailureInstanceMaxCount:
3>	trigger SL consistent LBT failure for the RB set in the SL BWP;
3>	if consistent LBT failure has been triggered in all the RB sets of the configured pool(s) of resources in the SL BWP:
4>	indicate SL consistent LBT failure based Sidelink RLF detection to RRC.
1>	if all triggered SL consistent LBT failures are cancelled in the RB sets; or
1>	if the sl-lbt-FailureDetectionTimer expires for the RB set:
2>	set SL_LBT_COUNTER to 0 for the RB set.
1>	if sl-lbt-FailureDetectionTimer or sl-lbt-FailureInstanceMaxCount is reconfigured by upper layers:
2>	set SL_LBT_COUNTER to 0 for all the RB sets.
The MAC entity maintains an sl-LBT-RecoveryTimer per RB set. The sl-LBT-RecoveryTimer is used for recovery of the triggered SL consistent LBT failure, when RRC configures Sidelink resource allocation mode 2.
The MAC entity shall:
1>	if SL consistent LBT failure has been triggered, and not cancelled, in the RB set(s);
2>	if the sl-LBT-RecoveryTimer for the triggered SL consistent LBT failure is not running:
3>	start the sl-LBT-RecoveryTimer.
2>	if UL-SCH resources are available for a new transmission and the UL-SCH resources can accommodate the SL LBT failure MAC CE plus its subheader as a result of logical channel prioritization according to clause 5.4.3.1:
3>	instruct the Multiplexing and Assembly procedure in clause 5.4.3 to generate the SL LBT failure MAC CE(s).
2>	else:
3>	trigger a Scheduling Request for SL LBT failure MAC CE.
1>	if a MAC PDU is transmitted and this PDU includes the SL LBT failure MAC CE; or
2>	cancel the triggered SL consistent LBT failure(s) in RB set(s) for which SL consistent LBT failure was indicated in the transmitted SL LBT failure MAC CE if the MAC entity has been configured with Sidelink resource allocation mode 1.
1>	if the sl-LBT-RecoveryTimer for the triggered SL consistent LBT failure(s) expires:
2>	cancel the triggered SL consistent LBT failure(s) in RB set(s) for which SL consistent LBT failure was detected.
1>	if sl-lbt-FailureRecoveryConfig is reconfigured by upper layers for the BWP:
2>	cancel all the triggered SL consistent LBT failure(s) in the SL BWP.



First of all, our understanding of the spec is, that the sl-LBT-RecoveryTimer is used for recovery of the triggered SL consistent LBT failure, meaning that the timer relates not only to a RB set, but a triggered SL consistent LBT failure within an RB set. Thus, deactivating the BWP will mean implicitly deleting the sl-LBT-RecoveryTimer. Furthermore, within the spec, it is stated that the sl-LBT-RecoveryTimer is for the triggered SL consistent LBT failure i.e. a specific triggered Sidelink consistent LBT failure. Similarly, the cancellation is for the specific triggered failure, although referred to by a resource set. In addition, even when we don’t stop the timer, there will be no action followed by the timer expiry since triggered Sidelink consistent LBT failure is already cancelled.
Observation 1: There seem to be no ambiguity in what the sl-LBT-RecoveryTimer refers to in the current spec, and thus no need to stop the timer on BWP release.
Proposal 1: RAN2 to agree not to include any stopping of timers for Sidelink consistent LBT failure upon BWP release.
2.2	Tx profile and backwards compatibility
In RAN2#125 it was discussed, based on R2-2400153,whether a UE was assumed backwards compatible for the given QoS flow if there is no associated Tx profile.
	NOTE 4:	The policy/parameter encoding ensures that the UEs of prior to Release 17 that are not able to handle the NR Tx Profile do not use V2X service types with a mapping of NR Tx Profile indicating the transmission mechanism or format specified in this Release 17.
NOTE 5:	The policy/parameter encoding ensures that the UEs of prior to Release 18 that are not able to handle the NR eTx Profile do not use V2X service types with a mapping of NR eTx Profile indicating the transmission mechanism or format specified in Release 18.



Based on the SA2 LS in R2-2400083 containing S2-2401580 seen above, we see that in case a UE is not able to handle the NR (e)Tx Profile, it will not use the V2X service types having the mapping of the NR (e)Tx Profile. Thus it seems clear that the (e)Tx Profile is intended to indicate non-backwards compatibility, as only if the (e)Tx Profile is present and cannot be decoded the UE will not use the V2X service types with the mapping related to the (e)Tx Profile.
Observation 2: Based on SA2 spec, the (e)Tx Profile is intended to indicate non-backwards compatibility.
Proposal 2: A UE assumes backwards compatible for the given QoS flow if there is no associated Tx Profile.
3	Conclusion
This document has made the following observations and proposals:
Observation 1: There seem to be no ambiguity in what the sl-LBT-RecoveryTimer refers to in the current spec, and thus no need to stop the timer on BWP release.
Proposal 1: RAN2 to agree not to include any stopping of timers for Sidelink consistent LBT failure upon BWP release.
Observation 2: Based on SA2 spec, the (e)Tx Profile is intended to indicate non-backwards compatibility.
Proposal 2: A UE assumes backwards compatible for the given QoS flow if there is no associated Tx Profile.






