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1  Introduction
The objectives for Rel-19 AI/ML for NR Air interface were approved in [1]. 
	· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models

· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2

· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases


As per chair’s guidance, this contribution will focus on LCM procedure (expect for data collection and model transfer/delivery) for beam management and first priority positioning use cases of UE-sided model.
2  Discussion
2.1 General 
During R18 study phase, RAN2 studied the mapping of AI/ML functions to physical entities and captured the conclusions in TR 38.843 [2]. For beam management and first priority positioning use case with UE-sided model, the following agreements were achieved:
· For beam management with UE-sided model:
· Model/Functionality management (e.g., selection, (de)activation, switching, fallback, etc.) can be performed by the UE when the monitoring resides within the UE.
· Model/Functionality management (e.g., selection, (de)activation, switching, fallback, etc.) can be performed by the gNB when the monitoring resides within the UE or gNB.
· For positioning case 1 with UE-sided model:
· Model/Functionality management (e.g., selection, (de)activation, switching, fallback, etc.) can be performed by the UE when the monitoring resides within the UE.
· Model/Functionality management (e.g., selection, (de)activation, switching, fallback, etc.) can be performed by the gNB when the monitoring resides within the UE or LMF.
RAN2 also discussed the signaling procedures for functionality-based/model ID-based LCM, including network-side decision and UE-side decision. These procedures are at least considered for UE-sided model.
· For network-side decision, this can be either network-initiated, or UE-initiated and requested to the network. 
· For UE-side decision, this can be either event-triggered as configured by the network and where the UE’s decision is reported to the network, or UE-autonomous, with or without UE’s decision being reported to the network.
According to section 4.2.1 of TR 38.843 [2], the network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signalling (e.g., RRC, MAC-CE, DCI) for functionality-based LCM. That is, the decision of functionality management is made by network side. Therefore, network-side decision mentioned above is applicable for functionality-based LCM. However, UE-side decision may be applied for some use case or scenario based on RAN1 study. Thus from RAN2 perspective, we think network-side decision can be taken as the baseline for now.

    
a) network-initiated                                b) UE-initiated
Figure 1. Network decision AI/ML management
Proposal 1: For functionality-based LCM, network-side decision AI/ML management can be taken as the baseline, which can be network-initiated or UE-initiated and requested to the network. 
However, for UE-initiated network-decision solution, we think the current signaling procedure may be confused since the Management box resides at UE side, but the decision is made at network side. So we propose to add a “Management decision” box at network side. The updated signaling procedure is as follows:


Figure 2. UE-initiated NW-decision AI/ML management
Proposal 2: The signaling procedure for UE-initiated NW-decision AI/ML management is updated as shown in Figure 2.
For the content of data collection for LCM procedure, RAN2 has send a LS [3] regarding the data collection requirement and content for each sub use case during R18 SI, and RAN1 also replied to the LS about the content and size of UE data in [4], we think the RAN1 Reply LS could be the baseline for the discussion on this issue. For other information needed, RAN2 can wait for RAN1’s further progress.
Proposal 3: For the content of data collection for LCM procedure, RAN2 could take the RAN1 Reply LS on Data Collection Requirements and Assumptions (R2-2311720) as the baseline, other information is up to RAN1 discussion.

2.2 LCM for Beam Management with UE-sided model
Data collection for inference:
As per RAN1 reply LS [4], RAN1 has agreed that L1 reporting is used to report beam prediction results considering the latency requirement is time-critical (e.g. a few msecs) and data size is small. Therefore, there is no RAN2 impacts on inference of beam management.
Observation 1: RAN1 agreed that L1 reporting is used for beam management with UE-sided model inference.
Proposal 4: There is no RAN2 impacts on beam management with UE-sided model inference.


Figure 3. Model inference at UE side
Data collection for management:
As we mentioned above, at least the network can decide the functionality management. Therefore, functionality management is performed by gNB. Considering the data size for management is small and latency requirement is near-real-time, L1 signaling and L3 signaling can be considered.
Proposal 5: L1 signaling or L3 signaling can be considered for beam management with UE-sided model management.

2.3 LCM for Positioning with UE-sided model
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Figure 4. Positioning case 1 with UE-sided model
Data collection for inference:
For functionality inference, the input includes at least measurements generated internally within UE, and output is the UE location. The impacts would focus on the interaction between UE and LMF, such as whether to indicate the UE location is AI/ML-enabled or legacy, which is under RAN1 discussion. In general, LPP will be used as the baseline for further enhancements based on RAN1’s progress.
Proposal 6: For positioning case 1 with UE-sided model inference, LPP may be enhanced based on RAN1’s input.
Data collection for management:
As we mentioned above, at least the network can decide the functionality management. For positioning case 1, LMF can perform functionality management. However, the performance metrics and the methods for monitoring are still under RAN1 discussion and no agreements for now, e.g. based on the ground-truth labels, or based on statistics of measurement(s) compared to the statistics associated with the training data. Therefore, more input from RAN1 is needed for discussion on this issue. 
Proposal 7: For performance metrics and the methods for management in positioning use case, more input from RAN1 is needed for further discussion.

2.3 Functionality identification/granularity/applicable functionality
As per TR 38.843 [2], functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature, whereby AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
During R18 SI, RAN1 agreed that the legacy UE capability framework can be taken as baseline to report UE’s supported functionalities. We understand that the information (e.g. supported functionalities) reported in UE capability should be static which follows the legacy principles for UE capability reporting. Therefore, for beam management use cases, this information is indicated in UE AS capability in RRC. While for positioning use cases, it is indicated by the positioning capability as defined in LPP.
Proposal 8: The legacy UE capability reporting is reused for functionality identification, i.e. to report the supported functionalities.
For the granularity of functionality, based on RAN1 agreements, we understand that AI/ML-enabled Feature can be use case or sub-use case specific, e.g. AI/ML-enabled Beam management or AI/ML-enabled Spatial-domain/time-domain beam prediction. However, the functionality has finer granularity which is based on the conditions indicated by UE capability, e.g. supported model input types, supported model output types. We think that the details of the conditions should be decided in RAN1. 
Proposal 9: The granularity of functionality is conditions specific which are indicated by UE capability. The details of conditions are up to RAN1 discussion.
On the other hand, it does not mean that the supported functionalities are always applicable. The applicability of functionality can be changed dynamically in different scenarios, locations, configuration, deployments, among other factors. These dynamic information should not be reported in UE capability framework. The existing UE Assistance Information (UAI) can be considered as the baseline for applicable functionality.
Proposal 10: UE Assistance Information (UAI) can be considered as the baseline for applicable functionality.
For applicable functionality reporting, the following types were proposed during R18 SI phase:
· "reactive" reporting would involve the UE to provide information to the network upon receiving an action from it
· "proactive" reporting would involve the UE to provide information to the network without necessarily receiving an action from it
In our understanding, the reactive reporting is similar to legacy reporting based on the network request, i.e. the network requests the UE to report the applicable functionality, afterwards the UE reports to the network. While for the proactive reporting, it seems like UE autonomous solution without network request. On the other hand, we think the applicable functionality reporting will be performed after UE reporting supported functionality (i.e. UE capability reporting) . Based on the analysis above, we provide a basic flow for applicable functionality reporting as follows.



a) Reactive reporting                     b) Proactive reporting
Figure 5. Basic flow for applicable functionality reporting
Proposal 11: RAN2 further discuss the reactive and proactive methods for applicable functionality reporting as shown in Figure 5.

3	Conclusion
Here are the observations and proposals for LCM procedures for UE-sided model.
[bookmark: _GoBack]Observation 1: RAN1 agreed that L1 reporting is used for beam management with UE-sided model inference.
General:
Proposal 1: For functionality-based LCM, network-side decision AI/ML management can be taken as the baseline, which can be network-initiated or UE-initiated and requested to the network. 
Proposal 2: The signaling procedure for UE-initiated NW-decision AI/ML management is updated as shown in Figure 2.
Proposal 3: For the content of data collection for LCM procedure, RAN2 could take the RAN1 Reply LS on Data Collection Requirements and Assumptions (R2-2311720) as the baseline, other information is up to RAN1 discussion.
LCM for Beam Management with UE-sided model:
Proposal 4: There is no RAN2 impacts on beam management with UE-sided model inference.
Proposal 5: L1 signaling or L3 signaling can be considered for beam management with UE-sided model management.
LCM for Positioning with UE-sided model:
Proposal 6: For positioning case 1 with UE-sided model inference, LPP may be enhanced based on RAN1’s input.
Proposal 7: For performance metrics and the methods for management in positioning use case, more input from RAN1 is needed for further discussion.
Functionality identification/granularity/applicable functionality:
Proposal 8: The legacy UE capability reporting is reused for functionality identification, i.e. to report the supported functionalities.
Proposal 9: The granularity of functionality is conditions specific which are indicated by UE capability. The details of conditions are up to RAN1 discussion.
Proposal 10: UE Assistance Information (UAI) can be considered as the baseline for applicable functionality.
Proposal 11: RAN2 further discuss the reactive and proactive methods for applicable functionality reporting as shown in Figure 5.
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