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1. Introduction
In Rel-18 SI [1], RAN1/2 discussions on data collection requirements and assumptions concluded that [2]: 
	4.2.5	Data collection
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection. For model inference, when required data comes from other entities, there is a latency requirement for data collection. For (real-time) performance monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection. 


In RAN#102 meeting, RAN agreed the Rel-19 WI on AI/ML for NR air interface. The following is the objective to study signalling for LCM to facilitate data collection for both UE-sided and NW-sided models [3]:  
	4.1	Objective of SI or Core part WI or Testing part WI
Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· …
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models


In this contribution, we discuss aspects of latency requirements on data collection per LCM purpose (i.e., model inference and model monitoring) for each (sub)use case. 
2. Discussion
In Rel-18 SI on AI/ML for NR Air Interface, RAN2 and RAN1 exchanged LSs [4], [5] and [6] related to RAN2 views on data collection requirements and assumptions for LCM. RAN2 divided the initial LS to RAN1 into two parts [4]:
· Part A: RAN2 Assumptions on data collection that require RAN1 confirmation.                          This included four assumptions on data collection in some scenarios, latency requirements, data collection frameworks to focus on RRC_CONNECTED state and data generation entity and termination entity deployed at different entities. 
· Part B: Aspects of data collection that require RAN1 feedback/inputs.                                               This included aspects of data content, data size, reporting type and typical latency requirement to transfer the identified data content.
RAN1 confirmed RAN2 assumptions on the latency requirement for data collection Assumption 2 (Part A) [5]:  
	Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.



Observation 1: No latency requirement for data collection for LCM purpose of offline model training.
Observation 2: There is latency requirement for data collection for LCM purposes of model inference and monitoring. 
In addition, RAN2 Assumption 4 (Part A) on data generation and termination at different entities indicated [4]:
	Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· …
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· …
· For model monitoring at the NW side, performance metrics can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· …
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB and terminated at LMF.



Observation 3: For NW-sided model inference and model monitoring at the NW side, input data and performance metrics are generated and terminated at different entities depending on the use case. 
However, in Rel18 SI, RAN2 did not discuss the following aspects in relation to data collection for LCM purposes of inference and monitoring: 
1) Latency requirement of data generation and reporting when the data is generated and terminated at different entities;
2) Which entity should check whether the collected data fulfils the latency requirement?
3) What is the behaviour of entities that generate and terminate the data collection if the latency requirement set for the LCM purpose does not fulfils the latency of the data collection process (i.e. data generation and data reporting). That is, whether the entity generating the data verifies the latency requirement for collected data, according to the LCM purpose (e.g. monitoring, inference), before reporting the data, or the data termination entity verifies the data latency upon reception of the data.
Observation 4: For NW-side model inference or model monitoring at NW, it is not clear whether the entity generating the data or the entity receiving the data should verify if the data collection process (i.e. data generation and data reporting) fulfils the latency requirement for inference or monitoring.
Proposal 1: RAN2 to discuss whether the network and/or the UE need(s) to verify if the latency of data collection process (i.e. data generation and data reporting) satisfies the latency requirement for the specific data collection LCM purpose (e.g. monitoring, inference, etc.) and/or use case. 
Proposal 2: RAN2 to discuss the behaviour of the network and/or the UE if the latency of data collection process (i.e. data generation and data reporting) does not satisfy the latency requirement for the specific data collection LCM purpose and/or use case. 
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]4. Conclusion
In this contribution, we discussed aspects of latency requirements on data collection for different LCM purposes based on RAN1/RAN2 discussion on this topic in Rel-18 SI. The following are the observations and proposals in this document:
[bookmark: _Toc423020280]Observation 1: No latency requirement for data collection for LCM purpose of offline model training.
Observation 2: There is latency requirement for data collection for LCM purposes of model inference and monitoring. 
Observation 3: For NW-sided model inference and model monitoring at the NW side, input data and performance metrics are generated and terminated at different entities depending on the use case. 
Observation 4: For NW-side model inference or model monitoring at NW, it is not clear whether the entity generating the data or the entity receiving the data should verify if the data collection process (i.e. data generation and data reporting) fulfils the latency requirement for inference or monitoring.
Proposal 1: RAN2 to discuss whether the network and/or the UE need to verify if the latency of data collection process (i.e. data generation and data reporting) satisfies the latency requirement for the specific data collection LCM purpose (e.g. monitoring, inference, etc.) and/or use case. 
Proposal 2: RAN2 to discuss the behaviour of the network and/or the UE if the latency of data collection process (i.e. data generation and data reporting) does not satisfy the latency requirement for the specific data collection LCM purpose and/or use case.  
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