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1. Introduction
In RAN#102, Rel-19 New WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was agreed in RP-234039 [1]. The work item will specify beam management, positioning accuracy enhancement and general LCM framework as well as study the CSI related use cases, data collection and model transfer. For RAN2 leading LCM framework specification work, the objective was described as the following:  
AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models
In this contribution, we will discuss the following aspects related to LCM for UE side model： 
1、Functionality identification and UE capability
2、Signalling for model inference 
3、Signalling for model monitoring 
2. Discussion 
2.1. Functionality identification and UE capability 
	Agreement in RAN1#112-bis-e
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
Agreement in RAN1#114b:
For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 
Agreement in RAN1#114b:
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion
Agreement in RAN1#114b:
For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.



Issue one：Functionality granularity
Before configuring the model for inference, UE and network should identify the AI/ML functionality. However, according to current TR38.843[2], there is no clear description for the granularity of the AI/ML functionality. Two different levels could be considered.
Level one: Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
For level one, UE may firstly report supported features for a feature group like legacy UE capability report. Then, the functionality may be enabled by network configuration according to the UE capability. Take spatial beam prediction as an example:
· Feature group refers to a use case (i.e., spatial beam prediction).
· Features refer to the supported number of predicated beams, supported Set B patterns etc.
· Functionality refers to configurations according to the features reported by UE. For example, network configure a specific number of predicted beams and a specific Set B pattern for the functionality.
Level two:  Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability and additional conditions.
In addition to the conditions that are reported like legacy UE capability as level one, the additional conditions should also be aligned to ensure the consistency between model training and model inference in level two. According to RAN1 agreements, additional conditions include two categories: NW-side additional conditions and UE-side additional conditions. Additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. 
For spatial beam prediction, NW-side additional conditions may include the beam width, beam patterns for SetA/SetB beams. Such information is often vendor-proprietary in current specifications. However, it’s important for model training and model inference as it generally defines generalization capability of a model.
Proposal 1: RAN2 to discuss two different levels of functionality granularity.
· Level one: Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Level two: Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability and additional conditions.
Issue two: Mapping between UE capability and AIML functionality 
In legacy specification, if UE reports its capability of one feature, NW could configure the function and the capability is considered as static. Although for AI/ML feature, NW could only configure AI/ML inference if AIML functionality information is obtained, and model consistency is guaranteed, it is suggested UE capability should keep legacy static way as the input of the functionality identification. Then UE capability is suggested to be defined as follows:
For spatial beam prediction, UE capability could at least refer to supporting spatial beam prediction with certain setB pattern and corresponding maximum number of predicted beams.
For temporal beam prediction, UE capability could at least refer to supporting temporal beam prediction with maximum prediction time window.
For UE side direct positioning, UE capability could at least refer to supporting UE side direct positioning
Proposal 2: RAN2 to discuss UE capability to align with functionality identification.

2.2 Signaling for model inference
For UE-side model inference, L3 Signaling would be used for beam management based model inference configuration, which including inference input, output and reporting method. 
For spatial-domain DL Tx beam prediction, network can configure both setA and setB explicitly according to the model identification and configure UE to report predicted top-K beams with RSRP values. 
For Temporal DL Tx beam prediction, network can configure set B with prediction time window and granularity. network also configure UE to report predicted top-K beams with RSRP and time stamp.
For UE-side direct AI/ML positioning, current LPP signalling can be re-used for UE position configuration and reporting. One indication of AI/ML assistance can be included, and other configuration could be for further study.
Besides, whether L2 signaling (MAC CE) to perform model inference activation/deactivation dynamically for beam prediction is needed or not can be further discussed. One possible benefit of having L2 dynamic activation/deactivation is that network could configure several inference models, and active the proper one based on performance monitoring or different deployments.
Proposal 3: For UE beam prediction, RRC signaling should be used for inference configuration and reporting configuration, it is FFS L2 activation/deactivation of model inference should be supported or not. For UE positioning prediction, LPP signaling should be used for inference configuration and reporting.
 
2.3 Signaling for model monitoring 
For UE side model inference, UE could also perform the model monitoring under network control. Model monitoring configuration from network should contain evaluation metrics and reporting criterias. 
For DL Tx beam prediction, network could configure the measuring results as the ground truth, and performance metrics Alt1 beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy and Alt 4 the L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP in TR38.843[2] are preferred since it is more straight forward for UE implementation. When considering signaling overhead, performance monitoring mechanism Type One Option 2 in TR38.843 is preferred.  That is UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s). The reporting criteria could be based on performance differences threshold or confidence level threshold for a certain evaluation time window. 
For UE-side direct AI/ML positioning, since each predicted value would be reported to LMF, LMF could compare the value with the ground truth to perform the monitoring. If no ground truth is required, UE could perform input/output statistics compared with training data to do the model monitoring. 
Proposal 4: For beam management, UE could perform model monitoring and reporting based on evaluation metrics and reporting criteria configured via RRC signaling. For UE-side direct positioning, both LMF and UE could do the model monitoring. 

3. Conclusions
Proposal 1: RAN2 to discuss two different levels of functionality granularity.
· Level one: Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Level two: Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability and additional conditions.
Proposal 2: RAN2 to discuss UE capability to align with functionality identification.
Proposal 3: For UE beam prediction, RRC signaling should be used for inference configuration and reporting configuration, it is FFS L2 activation/deactivation of model inference should be supported or not. For UE positioning prediction, LPP signaling should be used for inference configuration and reporting.
Proposal 4: For beam management, UE could perform model monitoring and reporting based on evaluation metrics and reporting criteria configured via RRC signaling. For UE-side direct positioning, both LMF and UE could do the model monitoring. 
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